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Abstract 

The calculation of the temperature error at a control point as a function of approximation error of a 

finite difference scheme is addressed. The local truncation error is determined by a Taylor series with 

the remainder in the Lagrange form. The contribution of the local error to the total pointwise error is 

estimated via an adjoint temperature. It is demonstrated that the results of numerical calculation of the 

temperature at an observation point may thus be refined via adjoint error correction and that a 

guaranteed error bound may be found.  

 

 Introduction. At present, there are many numerical methods enabling a very accurate 

calculation of temperature. Nevertheless, an estimation of the error of a concrete calculation is 

performed relatively rarely. From an historical perspective this is due to the huge 

computational burden of the numerical error calculation. The availability of increasing 

resources of computers has led to a significant raise in number of publications on this subject. 

In the finite-element analysis ‘a posteriori’ error analysis [1,23,24,28] is based on several 

approaches most of which are specific for this method. Nevertheless, an option based on the 

adjoint equations is applicable for any type of equations and is not limited by the framework 

of finite-element analysis. “A posteriori” error estimation is realized in [14-19] for Navier-

Stokes and Euler equations. In these works the Galerkin method was used for the local errors 

estimation while the adjoint equations were used for calculation of their weights in a target 
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functional error. A similar approach was used in [9,10,12,25-27,33,34] for the refinement of 

practically useful functionals both by finite-element and finite-difference methods. The local 

error was estimated by interpolation, while its contribution was calculated using an adjoint 

problem. The information on the local error influence was used for grid refining. The 

Richardson extrapolation [21,29,30] is the most popular method for numerical error 

estimation in CFD. Unfortunately, it becomes complicated for schemes containing differences 

with a mixed order of accuracy and for problems with discontinuities. Many effects may 

change the nominal order of the grid convergence, for instance the presence of discontinuities. 

The simplest example is the reduction in convergence rate in presence of shocks. For schemes 

of third and fourth order of accuracy the reduction of the convergence rate was demonstrated 

in [5] for a compression wave. The works [6,7,31] confirm this effect. Certainly, a 

temperature field has no discontinuities, as a rule. Nevertheless, discontinuities in the gradient 

of temperature are rather common and potentially able to change the nominal convergence 

order. The spatial nonuniformity of the grid may also reduce the convergence rate ([35]). A 

correct use of Richardson extrapolation requires a set of grids to prove the monotonous 

convergence and to determine the real order of convergence for the considered solution. This 

may turn to be very expensive from a computer resources viewpoint. 

In the present work we address the feasibility provided by adjoint equations for 

estimation of calculation error at a control point. We use the local truncation error determined 

by the Taylor series with the remainder in Lagrange form and an adjoint equation in 

continuous form. A simultaneous refinement and obtaining a guaranteed error bound are 

features specific to this approach. The refinement and the error bound are obtained on the 

same grid as that employed for the primal problem solution and require same computer time. 

 

 

 

Numerical error estimation using the adjoint temperature 
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Let’s consider the calculation of the temperature error at a checkpoint for finite-

difference solution of the one dimensional thermal conduction equation. 
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Initial conditions: T(0,x)=T0(x);   (2) 
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Consider a finite-difference approximation of the first order in time and second order 

in space. 
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The simplicity of the scheme and the low order of approximation are deliberately 

chosen to illustrate the features of this approach with simplest mathematical treatment. 

Let us expand the mesh function T  in Taylor series and substitute to (4). Then 

equation (4) transforms to equation (5) 
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Here xt TTT δδδ += is a local truncation error engendered by Taylor series 

remainders. Thus, when solving the finite difference equation (4) we solve the differential 

approximation (5) instead of exact equation (1). 

The error in the temperature calculation at a certain checkpoint 

 is determined by the sum of contributions of local truncation error 

with weights depending on the transfer of disturbances. For their determination let’s denote 

the estimated temperature T  by 

),( estestest xtTT =

est ε  and express it as the functional. 
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dtdxxxttxtTT estestest )()(),( −−== ∫∫
Ω

δδε  (6) 

The most efficient method for calculation of the functional variation is based on 

adjoint equations [22,4]. Let’s use this approach here. For this purpose let’s introduce a 

Lagrangian comprised of the estimated value and the weak statement of (1).  
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Local truncation errors represented in a form of the source ),( xtTδ  disturb the temperature 

field. The corresponding problem for temperature disturbances assumes the form: 
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Initial conditions: ∆  0),0( =xT ;

Boundary conditions ;00 =
∆

=xx
T
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T
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∂  (9) 

Problem (8) may be solved by using some part of Taylor expansion for sources ),( xtTδ  

estimation (as in [8]) that enables a correction of the target functional. Nevertheless, this is 

not sufficient for our purposes, since we are interested in the contribution of every grid cell to 

the total error and in obtaining a guaranteed error bound. So we continue the analysis and 

calculate the variation of the Lagrangian using equations (8-9). 
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The integration of (10) by parts yields 
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We can express the variation of the Lagrangian via the source containing the local error of 

approximation. 

dtdxxtTL ),(Ψ=∆ ∫∫
Ω

δ  (12) 

Expression (12) is valid if other terms in (11) are equal to zero, i.e. on the solution of 

following adjoint problem. 
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(13) 

Boundary conditions:    ,0=
Ψ =Xx

x∂
∂ 00=

Ψ =x

x∂
∂ , (14) 

Initial condition ;0),( =Ψ xt f  (15) 

It is known, [22,4], that )()( TLT δδε ∆=∆

,( est xt

 on a solution of direct and adjoint problems. 

Thus we determine the variation of T . )est

dtdxxtTTTT exactestest ),(Ψ=−=∆=∆ ∫∫
Ω

δε   

(16) 

Thus, the adjoint temperature enables us to calculate the variation of estimated 

parameter as a function of the truncation error. The adjoint problem is solved in the reverse 

temporal direction. It is determined by the direct problem and by a choice of a checkpoint. 

The present statement differs from adjoint equations used in Inverse Heat Transfer Problems 

[4] by the form of target functional and by the form of the source in (13). Usually, problem 

(13) is solved by a finite-difference method, so it also contains an error 

),(),(),( xtxtxt exact ∆Ψ+Ψ=Ψ . So, the error of the temperature at a checkpoint may be 

divided into two parts  
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dtdxxtTdtdxxtTT exactest ),(),( ∆Ψ+Ψ=∆=∆ ∫∫∫∫
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(17) 

Several works [9,10,12,25-27,33,34] consider a minimization of the second part of expression 

(17) as a means for diminishing the inherent error. 

 

The calculation of error caused by temporal approximation. The error  is 

determined as a function of the adjoint temperature and a truncation error. Let’s expand the 

mesh function T  using the Taylor series with the Lagrange remainder and substitute it to 

finite differences (3). For the temporal part of truncation error we obtain  
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Parameters  are unknown. )1,0(∈n
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Further discussion is significantly devoted to the calculation of magnitude and bounds of 

expression (19) and its analogues. Let’s present (19) in a discrete form, for example: 
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Equation (20) may be expanded in series over , τα n
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The first part of sum (21) may be used for correction of the functional  
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The second part of (21) contains unknown parameters . If only first order term over 

 is retained in (21) an upper bound may be obtained 
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Using this value we can determine the upper bound of the functional error (after refining): 
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The estimation of the error taking into account of the second term may be written as 
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On a sufficiently smooth solution, every next term of series  has an order that is greater 
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The applicability of such estimates may be complicated by discontinuities of the 

derivatives. Let’s consider this problem at the heuristic level. For this purpose let us write 
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Let m be the number of bounded derivatives (derivatives of the order m and higher may have 

a finite number of jump discontinuities), p is the order of the approximated derivative, j is the 

formal order of accuracy of a finite-difference scheme. Let’s approximate derivatives by the 

finite differences 
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Thus, the terms of j-th formal order of accuracy contain a component of j-th order 

(appearing due to integration over the smooth part of the solution) and a component having 

the order  (engendered by the jump discontinuity of the m1+−= pmi th−  order derivative). 

So, the order of convergence depends on the solution and may asymptotically tend to a 

minimal order i  as grid size decreases. This is also relevant to other terms in (27). 1+p−= m
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The derivatives in (28) are related to some points within the interval . 

Correspondingly, the estimation of error bound has the form  
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If the third derivative is bounded, the deviation of (29) from (23) 
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 is not large. Let m=2, the third derivative is not bounded 

and the deviation of (29) from (23) may be large. In this case we should consequently 

estimate terms of series (27) (having the same order on τ ) in the hope that the presence of the 

factorial s! in (27) would enable us to stop summing at a certain term. 

Later we will consider in numerical tests the influence of discontinuities on the error, 

for example that of the temperature spatial derivative. 

 

The calculation of error caused by spatial approximation. Similarly to previous 
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The computational error related to a truncation error of spatial approximation has the form  
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The first part of this sum can be used for a correction  
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The inherent error is engendered by the second part terms. We can obtain a bound for 
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The density in (34) represents the contribution of every cell to the total error, so it may serve 

for the design of a grid that minimizes it. 

 

Numerical tests. The error is calculated for the temperature field evolution 

engendered by a pointwise heat source ( ξ,0t -is the initial time and the coordinate of the point 

source). 
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We use the data  calculated by (35) as the initial data when solving (4). 

The length 

)(0 kk xTf =

X of spatial interval is chosen so as to provide a negligible effect of the boundary 

condition compared with the effect of approximation. The round-off errors were estimated by 
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(second order adjoint equation [36,2]). Corresponding error of functional has the form: 

ττρδε k
n
k

kn
NtNx

nk
h

t
xtTCT ∆Ψ








∂

∂
−=∆ ∑

==
2

2,

2,1

),(
2

)( . As expected, the computations 

demonstrated that the part of error (17) related to the adjoint temperature error is significantly 

smaller than the main value (connected with the adjoint temperature itself). 

An implicit method (implemented by the Thomas algorithm) was used for solution 

both of the heat transfer equation and the adjoint equations of first and second orders. The 

spatial grid consisted of 100–1000 nodes, the temporal integration contained 100-10000 steps. 

Thermal conductivity was λ=10-4 kW/(m⋅K), volume heat capacity was equal to Сρ=500 

kJ/(m3⋅K). The initial and final temperature distributions are presented in Figure 1 together 

with zones of error estimation. 

The temperature errors were calculated via adjoint equations and compared with the 

deviation of the numerical solution from analytical one (35).  
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Fig 1 Initial and final temperature distribution. 1 - Initial temperature, 2- Final temperature  

 

Isolines of temperature and adjoint temperature are presented in Figures 2 and 3 for one of 

computed variants.  
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Fig. 2. Temperature isolines Fig. 3. Adjoint temperature isolines 

 

As previously mentioned, the adjoint temperature may be considered as a weight 

coefficient determining the contribution of the truncation error to the error of estimated 

parameter. Thus, Figure 3 describes the relative weights of the truncation error contribution to 

the temperature at the estimated point. 

 

 

 

 

 

The error of temperature calculation caused by the time discretization. 

Estimates of temperature calculation error depending a time step are presented in 

Table 1 (central point at the final moment). The spatial step is chosen to be enough small  
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(h=0.0001 m) so as to provide a small impact of the spatial discretization error in comparison 

with the temporal one. The error  caused by adjoint temperature approximation was 

calculated using equation (36) and was significantly smaller then the temporal one. 

∆Ψ∫ Tδ

Table 1 

τ , sec T anT− corr
tT∆ (23) an

corr
t TT −  errT∆  sup

1,tT∆ (25) corr
xT∆ (33) sup

1,xT∆ (34) ∆Ψ∫ Tδ  

0.1 0.1007 0.09301 0.0077 5100.5 −⋅−  0.0113 3  1075.7 −⋅ 3  104.5 −⋅ 5  10.8 −⋅−

0.2 0.1938 0.1856 0.0082 4100.4 −⋅  0.0429 31078.7 −⋅  31041.5 −⋅  410.3 −⋅−  

0.4 0.3790 0.3699 0.0091 3103.1 −⋅  0.156 3108.7 −⋅  3  104.5 −⋅ 3  10.1 −⋅−

0.8 0.7400 0.7341 0.0059 3  109.1 −⋅− 0.524 31084.7 −⋅  3  104.5 −⋅ 3  10.5 −⋅−

1 0.9189 0.9141 0.0048 3  100.3 −⋅− 0.76 31086.7 −⋅  3  1036.5 −⋅ 3  10.8 −⋅−

2 1.7904 1.7932 -0.0028 2100.1 −⋅−  2.15 3  1097.7 −⋅ 3  1032.5 −⋅ 2  10.3 −⋅−

Here  is the difference between the numerical and analytical calculations, 

 is the refined solution,  is the upper bound of error (25), 

 is the upper bound of error (34).  is the deviation of 

refined solution from the analytical one. The linear character of error (23) variation depending 

on the time step should be emphasized. The error of calculation is practically eliminated by 

correction using  and , the remaining part is in the range of bound . The 

error caused by the adjoint equation approximation 

anTT −

corr
tT ∆−

tT∆

corrcorr sup

correrr

corr sup

xTTT ∆−=

sup
1,xT∆

corr

1,tT∆

corr
tT∆− anx TTTT −∆−=∆

∆Ψ

xT∆ 1,tT∆

∫ Tδ  is small enough and close to 

, its quadratic dependence on a temporal step may be noted. errT∆

Figures 4,5 and 6 illustrate a comparison between analytic, finite-difference and 

corrected finite-difference solutions and the error bounds (h=0.0001 m, τ =1.0 sec) in 

different zones (Fig 1).  
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Fig. 4. The comparison of numerical and analytical solutions in zone A (Fig. 1). 1- analytical, 2-numerical, 3-

refined solution, 4- upper bound, 5- lower bound 
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Fig. 5. The comparison of numerical and analytical solutions in zone B. 1- analytical, 2-numerical, 3- refined 

solution, 4- upper bound, 5 lower bound 
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Fig. 6. The comparison of numerical and analytical solutions in zone C. 1- analytical, 2-numerical, 3- refined 

solution, 4- upper bound, 5 lower bound 

 

 

The error of temperature calculation engendered by the spatial discretization. 

Let’s consider the error caused by the spatial approximation. In order to determine this 

error, let’s provide a small contribution of truncation error of the temporal approximation. 

With this purpose a second order time differencing scheme was used. 
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(37) 

It may be demonstrated similarly to previous treatments that the error caused by the 

temporal approximation is of second order in τ . 

3
3

3,

2,1

),(
12

)( τρδε k
n
k

kn
NtNx

nk
h

t
xtTCT Ψ

∂
∂

−=∆ ∑
==

 
 

(38) 
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A bound of the inherent error caused by temporal step is: 

4
4

4,

2,1

sup ),(
4

)( τρδε k
n
k

kn
NtNx

nk
t h

t
xtTCTT Ψ

∂
∂

=∆=∆ ∑
==

 
 

(39) 

The error caused by the spatial approximation preserves its previous form (33,34). 

Numerical tests demonstrated that the error caused by the time step (38) was not 

greater than  and was significantly smaller than the error caused by the spatial 

approximation. The error caused by the adjoint equation approximation  

was still smaller by several orders of magnitude. The temperature error estimations as a 

function of the spatial step size are presented in Table 2 (for central point at the final time). 

5102 −⋅

dtdxtxT ),(∆Ψ∫∫
Ω

δ
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Table 2. Temperature error estimations depending on the spatial step. 

H, m anTT − , K corr
xT∆ (33) corr

xT -T  an
sup

xT∆ (34)  

0.002 3.0607 2.719 0.341 6.3 

0.001 0.772345 0.751934 0.0204 1.86 

0.0008 0.494818 0.48683 0.0080 1.08 

0.0004 0.123853 0.123579 41074.2 −⋅  0.163 

0.0002 0.030948 0.031011 6103.6 −⋅  2101.2 −⋅  

0.0001 0.007711 0.007760 5109.4 −⋅  3107.2 −⋅  

 

In Table 2  is the finite difference solution refined using adjoint 

temperature. The comparison of deviations of solution and refined solution from analytical 

one (T  and T -T ) demonstrates that the refinement by ∆  (33) enables us to 

eliminate a significant part of the error. Comparison of the remaining error T -T  and 

 demonstrates a reliable satisfaction of the bound (34). The quadratic character of 

 and the third order of  should be noted. The convergence rate of  and 

 demonstrates that the discontinuities of high order derivatives for equation (1) under 

initial conditions (35) and boundary conditions (2) did not engender any visible effect (they 

are located in zones of small Ψ ). 

corr
x

corr
x TTT ∆−=

corr
x an

sup
xT∆

anT−

corr

corr
xT

corr
x

T∆

an

corr
x

sup
xT∆

xT∆

sup
xT∆

Fig. 7 demonstrates the initial and final temperature distributions (h=0.001 m, τ =0.1 

sec). Fig. 8 and 9 provide a comparison of the analytical, finite-difference and refined 

solutions and the error bound at different points (zones A and B, Fig 7). The spatial step is 

chosen large enough for visibility and for suppression of other errors. Naturally, the error is 

smaller for finer grid (Table 2). 
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Fig. 7. Initial and final temperature distribution. 1- Initial temperature, 2- Final temperature 
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Fig. 8. The refined solution and error bounds in comparison with finite-difference and analytical 

solution. Zone А (Fig. 7). 1- analytical, 2-numerical 3- refined, 4- lower bound, 5 upper bound 
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Fig. 9. The refined solution and error bounds in comparison with finite-difference and analytical 

solution. Zone B (Fig 7). 1- analytical, 2-numerical, 3- refined solution, 4-lower bound, 5- upper 

bound 

 

 

 

 

 

 

 

Influence of discontinuities 

A calculation of  and  requires bounded high order derivatives. These are 

not always available, nevertheless (as was already demonstrated), the limitations on the 

smoothness requirements may be slightly relaxed. If the corresponding derivatives of the 

exact solution have jump discontinuities, the integral estimates exist, but asymptotically 

corr
xT∆ sup

xT∆
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reveal another (smaller) order of convergence. So, the thermal conductivity breaks 

(engendering discontinuities of temperature gradient) are a potential source of errors, which 

may be significantly greater than the nominal error of the finite-difference scheme. Herein we 

focus our attention on the discontinuities of primal parameters. The adjoint parameters are not 

differentiated, so are not so dangerous for our calculations. Some information on 

discontinuities of primal and adjoint parameters in related problems may be found in 

[18,11,13]. 

Let’s study in numerical tests the asymptotic dependence of the error on the space step 

size for a temperature gradient discontinuity. In order to manage the discontinuity we used a 

divergent integro-interpolation method [32] assuming the following form: 

First step 
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where 
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Corresponding estimates of the form (33) and (34) may be easily deduced but are very 

bulky and are not presented here. They may be found in [3].  

Table 3 presents temperature error estimates (for central point at the final moment) 

depending on the spatial step for the thermal conductivity coefficient having a 10% jump at 

the center of the grid. 
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Table 3. Temperature error estimates depending the spatial step  

h, m 
corr

xT∆  sup
1,xT∆  sup

2,xT∆  sup
3,xT∆  sup

4,xT∆  

0.0016 1106.4 −⋅  2.7 2.45 6.9*10-1 1.6*10-1 

0.0008 3.02*10-1 8.61*10-1 5.59*10-1 1.28*10-1 2.48*10-2 

0.0004 9.39*10-2 4.1*10-1 3.89*10-1 1.19*10-1 2.918*10-2 

0.0002 2.77*10-2 3.57*10-1 4.13*10-1 1.32*10-1 3.26*10-2 

0.0001 7.32*10-3 2.24*10-1 2.63*10-1 8.58*10-2 2.09*10-2 

0.00005 1.84*10-3 1.2*10-1 1.42*10-1 4.65*10-2 1.132*10-2 

 

The data of Table 3 demonstrates that  has a convergence order similar to the 

smooth case (Table 2), while ∆  has a low order (not higher than unity) and decreases 

relatively slowly when the number of terms increases. This difference in behavior is caused 

by the compensation of the error before and past the break in the expression for  (33). 

Similar effects are well known in CFD ([20], for example). Corresponding expressions for 

 contain moduli, so a compensation of the error before and past the discontinuity is 

impossible. 

corr
xT∆

sup
,sxT

corr
xT∆

sup
,sxT∆

As another test we consider the evolution of the initial temperature distribution of a 

step shape. The initial, the final distribution of temperature and the location of estimated 

points are presented in Fig 10. The break of thermal conductivity is located at center point 

 and coincides with a jump of the initial temperature. )2/( Xxs =
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Fig. 10. Initial and final temperature distribution. 1- Initial temperature, 2- Final temperature,   

А- zone of estimation 

 

In the left part, the initial temperature is denoted as , thermophysical parameters 

are marked by index 1, correspondingly. In the right part the initial temperature is marked as 

, while thermophysical parameters are marked by index 2, and the value of thermal 

conductivity is doubled comparing the left part. The thermal conductivity break causes the 

discontinuity in the temperature derivative that is of special interest here. 

01T

02T

The corresponding analytical unsteady solution is described by expressions  
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The deviation of finite-difference calculation from the analytical value and the 

estimates of errors are presented in Table 4. 

 

Table 4. Estimates of temperature error in dependence on spatial step.  

h, m anTT −  corr
xT∆  sup

1,xT∆  sup
2,xT∆  sup

3,xT∆  sup
4,xT∆  

0.0016 - 1100.4 −⋅ -  1107.3 −⋅ 8.9*10-1 1.15 3.7*10-1 9.2*10-2 

0.0008 -1.55*10-1 -1.4*10-1 5.5*10-1 6.6*10-1 2.13*10-1 5.3*10-2 

0.0004 -5.0*10-2 -5.3*10-2 3.6*10-1 4.3*10-1 1.4*10-1 3.4*10-2 

0.0002 -1.2*10-2 -2.0*10-2 2.7*10-1 3.3*10-1 1.02*10-1 2.6*10-2 

 

The rate of convergence of T  and  is close to second order despite the 

influence of discontinuity. This is caused by mutual compensation of error in the vicinity of 

discontinuity as confirmed by an analysis of local distribution of error density 

anT− corr
xT∆

τλ n
k

kn
k x

xtTh Ψ
∂

∂
− 4

4
3 ),(

12
 (engendering  in accordance with (33)). The order of  

is close to unity (slightly below), which corresponds to the expected influence of the 

temperature gradient discontinuity. Calculations demonstrate the upper bound of error  

to be quite reliable, hence computation of the next terms is rendered unnecessary. 

corr
xT∆ sup

,sxT∆

sup
1,xT∆

Thus, refining of the finite-difference solution and calculation of error bound using 

adjoint temperature may also be performed in presence of discontinuities in the temperature 

gradient. 
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Discussion. Formally, if we have an exact adjoint temperature we may obtain an 

arbitrarily small pointwise error. The approach is limited by the need to use temperature 

derivatives of high order that may be unbounded. In the first test problem, we used initial data 

 that are calculated analytically (35). The problem (1) with these initial data (on 

infinite interval) provides the existence of an infinite number of temporal and spatial 

derivatives. Here we use finite spatial interval 

)(0 kk xTf =

X  and boundary conditions (2), so the 

discontinuities on the boundaries are inevitable. Nevertheless, for the time duration 

considered the adjoint temperature is close to zero near the boundary. This provides 

applicability of estimates that use high order derivatives. 

On the solution, having  bounded derivatives, we can obtain a correction and upper 

bound for the finite-difference approximation of the 

m

thp −  derivative under condition 

. Nevertheless, for small smoothness of solution 0≥− pm )p(m =  refining does not increase 

the convergence rate (correcting and upper bound terms have the same order). Even past 

refining, the error will contain a component of the first order, and the upper bound (28) may 

contain an indefinite number of terms and may be too great. For smoother solution 

, it is feasible to raise the minimal convergence order by unity and obtain an upper 

bound of error using a single term of following order. And only for a smooth enough solution 

( 1 , 

)1( ≥− pm

+≥ pjm + j -approximation order) is it feasible to raise the nominal order of scheme 

accuracy and obtain upper bounds of next order of accuracy. 

As demonstrated by the numerical tests, the first upper bound estimate is reliable 

enough for smooth solutions because the next terms are significantly smaller. As the mesh 

size diminishes, this demonstrates a convergence rate higher by unit than the order of the 

finite difference scheme. Numerical tests demonstrated the upper bound to be not larger than 

required for its applicability in practice. Even under the presence of discontinuities in the 

temperature gradients, computations demonstrated feasibility of obtaining realistic upper 
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bounds despite a reduction of the convergence order. 

Naturally, the present approach enables us to compute not only the error of 

temperature (written in the form of functional (5)) but also the error of other functionals of 

temperature. The differences are only in the form of the source in the adjoint equation (13). 

Under certain conditions mollification may be necessary for approximation of this source 

[23]. 

Conclusion. The pointwise error of temperature finite-difference computation may be 

reduced using adjoint equation. The upper bound of the remaining error may be obtained as a 

function of the sizes of temporal and spatial steps. 

The computer time required for the pointwise temperature refining and the upper 

bound calculation is equal to the time required for temperature computation on the same grid. 

 

Nomenclature: C-thermal capacity; h- spatial step; L-Lagrangian, Nt-number of time steps;  Nx – 

number of spatial nodes; t-time; tf-duration of process; T-temperature; T0- initial temperature; x-

coordinate; X-thickness;  

γβα ,, - coefficients in Taylor-Lagrange series, δ -Dirac’s delta function; Tδ -Taylor series; ∆T – 

temperature variation; -correctable error, connected with the expansion in space; - 

correctable error, connected with the expansion in time; ∆ - component of bound of inherent 

error, connected with the expansion in coordinate; - component of bound of inherent error, 

related to the expansion in time; 

corr
xT∆ corr

tT∆

sup
,sxT

sup
,stT∆

ε  -functional; λ- thermal conductivity; ρ -density; τ -temporal step; 

Ω- domain of calculation; Ψ- adjoint temperature. 

Indexes: an- analytical solution; corr- corrected error; est – estimated point; exact- exact solution; k- 

number of spatial mesh node; n-number of temporal step; sup- bound of inherent error; x-component 

of truncation error connected with Taylor expansion in coordinate; t- component of truncation error 

connected with Taylor expansion in time. 
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Figure Captions 

Fig. 1. Initial and final temperature distribution. 1 - Initial temperature, 2- Final temperature.  

Fig. 2. Temperature isolines 

Fig. 3. Adjoint temperature isolines 

Fig. 4. The comparison of numerical and analytical solutions in zone A (Fig. 1). 1- analytical, 

2-numerical, 3-refined solution, 4- upper bound, 5- lower bound 

Fig. 5. The comparison of numerical and analytical solutions in zone B. 1- analytical, 2-

numerical, 3- refined solution, 4- upper bound, 5 lower bound 

Fig. 6 The comparison of numerical and analytical solutions in zone C. 1- analytical, 2-

numerical, 3- refined solution, upper bound, 5- lower bound 

Fig. 7. Initial and final temperature distribution. 1- Initial temperature, 2- Final temperature  

Fig. 8. The refined solution and error bounds in comparison with finite-difference and analytical 

solution. Zone А (Fig. 7). 1- analytical, 2-numerical 3- refined solution, 4- lower bound, 5 upper 

bound 

Fig. 9. The refined solution and error bounds in comparison with finite-difference and analytical 

solution. Zone B (Fig. 7). 1- analytical, 2-numerical, 3- refined solution, 4-lower bound, 5- upper 

bound 

Fig. 10. Initial and final temperature distribution. 1- Initial temperature, 2- Final temperature, 

А- zone of estimation 

 

 


	(second order adjoint equation [36,2]). Corresponding error of functional has the form: �. As expected, the computations demonstrated that the part of error (17) related to the adjoint temperature error is significantly smaller than the main value (
	Discussion. Formally, if we have an exact adjoint temperature we may obtain an arbitrarily small pointwise error. The approach is limited by the need to use temperature derivatives of high order that may be unbounded. In the first test problem, we used i

