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Abstract

We define a tricategory T[−2,0] of length 3 complexes of abelian sheaves, whose hom-
bigroupoids consist of weak morphisms of such complexes. We also define a 3-category
2Pic(S) of Picard 2-stacks, whose hom-2-groupoids consist of additive 2-functors. We
prove that these categories are triequivalent as tricategories. As a consequence we ob-
tain a generalization of Deligne’s analogous result about Picard stacks in SGA4, Exposé
XVIII.
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Introduction

Let D[−1,0](S) be the subcategory of the derived category of category of complexes of abelian
sheaves A• over a site S with H−i(A•) 6= 0 only for i = 0, 1. Let Pic[(S) denote the category
of Picard stacks over S with 1-morphisms isomorphism classes of additive functors. In SGA4
Exposé XVIII, Deligne shows the following.

Proposition. [9, Proposition 1.4.15] The functor

℘[ : D[−1,0](S) //Pic[(S)

given by sending a length 2 complex of abelian sheaves, A• : A−1→A0 over S to its associated
Picard stack [A−1→A0]∼, an isomorphism class of fractions from A• to B• to an isomorphism
class of morphisms of associated Picard stacks is an equivalence.

The purpose of this paper is to generalize the above result to Picard 2-stacks over S. Let
2Pic[[(S) denote the category of Picard 2-stacks, whose morphisms are equivalence classes of
additive 2-functors. Let D[−2,0](S) be the subcategory of the derived category of category of
complexes of abelian sheaves A• over S with H−i(A•) 6= 0 for i = 0, 1, 2.

Theorem I. The functor

2℘[[ : D[−2,0](S) //2Pic[[(S)

given by sending a length 3 complex of abelian sheaves, A• : A−2→A−1→A0 over S to its
associated Picard 2-stack [A−2→A−1→A0]∼, an equivalence class of fractions from A• to B•

to an equivalence class of morphisms of associated Picard 2-stacks is an equivalence.

Basically, it gives a geometric description of the derived category of length 3 complexes
of abelian sheaves. It states that any Picard 2-stack over a site S is biequivalent to a Picard
2-stack associated to a length 3 complex of abelian sheaves and that any morphism of Picard
2-stacks comes from a fraction of such complexes. A complex of abelian sheaves, whose only
non-zero cohomology groups are placed at degrees -2,-1, and 0 can be thought as a length 3
complex of abelian sheaves, and therefore a morphism in D[−2,0](S) between any two complexes
A• and B• is given by an equivalence class of fraction

(q,M•, p) : A• M• p //qoo B•

with q being a quasi-isomorphism.
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However, we prove a much stronger statement, so that the latter theorem becomes an imme-
diate consequence of it. Let 2Pic(S) be the 3-category of Picard 2-stacks where 1-morphisms
are additive 2-functors, 2-morphisms are natural 2-transformations, and 3-morphisms are mod-
ifications. Length 3 complexes of abelian sheaves over S placed in degrees [−2, 0] form a 3-
category C[−2,0](S) by adding to the regular morphisms of complexes, the degree -1 and -2
morphisms. Then we easily construct an explicit trihomomorphism

2℘ : C[−2,0](S) //2Pic(S) ,

that is a 3-functor between 3-categories. Under this construction, length 3 complexes of abelian
sheaves correspond to Picard 2-stacks. Although morphisms of such complexes induce mor-
phisms between associated Picard 2-stacks, not all of them are obtained in this way. In this
sense, the 1-morphisms of C[−2,0](S) are not geometric and the reason is their strictness. We
resolve this problem by weakening C[−2,0](S) as follows: We introduce a tricategory T[−2,0](S)
(a tricategory is a weak version of a 3-category in the sense of [11]) with same objects as
C[−2,0](S). For any two complexes of abelian sheaves A• and B•, morphisms between A•

and B• in T[−2,0](S) is the bigroupoid Frac(A•, B•), whose main property is that it satisfies
π0(Frac(A•, B•)) ' HomD[−2,0](S)(A

•, B•), where π0 denotes the isomorphism classes of objects.
Roughly speaking, objects of Frac(A•, B•) are fractions from A• to B• in the ordinary sense
and its 2-morphisms are certain commutative diagrams (4.2) called “diamonds”. Then we
prove:

Theorem II. The trihomomorphism

2℘ : T[−2,0](S) //2Pic(S)

defined by sending A• a length 3 complex of abelian sheaves to its associated Picard 2-stack
is a triequivalence.

Since in particular a triequivalence is essentially surjective, every Picard 2-stack is biequiv-
alent to a Picard 2-stack associated to a complex of abelian sheaves. Then by ignoring the
3-morphisms and passing to the equivalence class of morphisms in the triequivalence of Theo-
rem II, we deduce Theorem I.

Organization of the paper

This paper is organized as follows:
In Section 1, we recall important points of butterflies in abelian context, (A,B)-torsors,

where A and B are abelian sheaves, and (A ,B)-torsors, where A and B are Picard stacks.
We also remind the reader some important results from [3] that we will refer continuously.

In Section 2, we explain briefly the basics on 2-stacks with structures, and exact sequences
of Picard 2-stacks. We also give an example of Picard 2-stack, namely Tors(A , A0), where A
is a Picard stack and A0 is an abelian sheaf. This example will be of great importance for the
rest since it will be the Picard 2-stack associated to A• a length 3 complex of abelian sheaves.
We define at the end of the section the 3-category 2Pic(S) of Picard 2-stacks, as well.

In Section 3, we first define the 3-category C[−2,0](S) of length 3 complexes of abelian
sheaves. We construct an explicit trihomomorphism from this 3-category to the 3-category of
Picard 2-stacks.
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In Section 4, for any two length 3 complexes of abelian sheaves A• and B•, we define a
bigroupoid Frac(A•, B•). It is a weakened version of the hom-2-category HomC[−2,0](A•, B•) in
the sense that π0(Frac(A•, B•)) ' HomD[−2,0](S)(A

•, B•).
In Section 5, we show that for any two length 3 complexes of abelian sheaves A• and

B•, there exists a biequivalence as bigroupoids between Frac(A•, B•) and the 2-category
Hom(A•, B•) of morphisms of Picard 2-stacks associated to A• and B•.

In Section 6, we define the tricategory T[−2,0](S). It consists of same objects as C[−2,0](S)
and for any two length 3 complexes A• and B• of abelian sheaves, Frac(A•, B•) as the hom-
bigroupoid. We extend the trihomomorphism constructed in Section 3 to a trihomomorphism
on T[−2,0](S). We prove Theorem II which says that the latter trihomomorphism is a triequiv-
alence and from which Theorem I follows.

In Section 7, we informally discuss the stack versions of what has been done in the previous
sections.
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1 Preliminaries

The method that we are going to adopt to prove our results is going to use mostly the language
and techniques developed in the papers of Aldrovandi and Noohi such as butterflies, torsors,
etc. So it is worthwhile to mention here some of their work. We finish with a few words about
bicategories and tricategories. Before, let us fix our conventions and notations.

Throughout the paper, we will work with sheaves, stacks, etc. defined over a site S. For
simplicity, we will assume that S has fibered products. Fibered 2-categories, 2-functors, and
natural 2-transformations will be used in the sense of Hakim [13]. A complex of abelian sheaves
will mean a length 3 complex of abelian sheaves over the site S unless otherwise stated. It will
be denoted as

A• : A−2 δA //A−1 λA //A0 .

For any complex of abelian sheaves A•, A•<0 denotes the complex

A•<0 : A−2 δA //A−1 //0

and therefore f •<0 : A•<0→B•<0 a morphism of complexes between A•<0 and B•<0.

1.1 Butterflies

The reader can refer to [17] and [18] for details of butterflies over a point or to [3] for a
treatment over a site. Here, we will remind the basic definitions following the latter point of
view in an abelian context.
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Definition 1.1. Let A• : A−1→A0 and B• : B−1→B0 be two length 2 complexes of abelian
sheaves. A butterfly from A• to B• is a commutative diagram of abelian sheaf morphisms of
the form

A−1

��

κ

!!CCCCCCCC B−1

��

ı

}}{{{{{{{{

E
ρ

}}{{{{{{{{


!!CCCCCCCC

A0 B0

(1.1)

where E is an abelian sheaf, the NW-SE sequence is a complex, and the NE-SW sequence is
an extension. [A•, E,B•] will denote a butterfly from A• to B•.

A morphism of butterflies ϕ : [A•, E,B•]→[A•, E ′, B•] is an abelian sheaf isomorphism
E→E ′ satisfying certain commutative diagrams. Two such morphisms compose in an obvious
way. Therefore butterflies from A• to B• form a groupoid denoted by B(A•, B•). A butterfly
is flippable or reversible if both diagonals of (1.1) are extensions.

For more about crossed modules and butterflies in the abelian context, we refer the reader
to [17, §12] and [3, §8].

1.2 (A,B)-torsors

Let A→B be a morphism of, not necessarily abelian, sheaves. An (A,B)-torsor is a pair (L, x),
where L is an A-torsor and x : L→B is an A-equivariant morphism of sheaves (see [10]). A
morphism between two pairs (L, x) and (K, y) is a morphism of sheaves F : L→K compatible
with the action of A such that the diagram

L

x

��1
111111111111
F // K

y

���������������

B

commutes. (A,B)-torsors form a category denoted by Tors(A,B).

1.3 (A ,B)-torsors

Let A be a gr-stack, not necessarily Picard. A stack P in groupoids is an (right) A -torsor if
there exists a morphism of stacks

m : P ×A //A

compatible with the group laws in A , and the morphism

(pr,m) : P ×A //P ×P

is an equivalence, and for all U ∈ S, PU is not empty. [5, §6.1]
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Let A→B be a morphism of gr-stacks. An (A ,B)-torsor is a pair (L , x), where L is
an A -torsor, and x : L→B is an A -equivariant morphism of stacks [1, §6.1], [3, §6.3.4]. A
1-morphism of (A ,B)-torsors is a pair

(F, µ) : (L , x) //(K , y) ,

where F : L→K is a morphism of stacks such that

L
F //

x

��3
333333333333

����~� σF

K

y

���������������

B

and µ is a natural transformation of stacks

L ×A

��

F×1 //

				�� µ

K ×A

��
L

F
//K

expressing the compatibility of F with the torsor structure. A 2-morphism of (A ,B)-torsors
(F, µ)⇒(G, ν) is given by a natural transformation φ : F⇒G satisfying the conditions given
in [3, §6.3.4]. (A ,B)-torsors form a 2-stack denoted by Tors(A ,B).

1.4 Abelian Sheaves and Picard Stacks

We recall the following results of Aldrovandi and Noohi from [3]. They are going to be referred
sans cesse throughout the paper.

Theorem. [3, Theorem 8.3.1] For any two length 2 complexes of abelian sheaves A• and B•,
there is an equivalence of groupoids

Hom(A•, B•) ∼ //B(A•, B•) ,

where Hom(A•, B•) is the groupoid of additive functors between the Picard stacks associated to
A• and B•.

Proposition. [3, Proposition 8.3.2] Let A be a Picard stack. Then there exists a length 2
complex of abelian sheaves A• : A−1→A0 such that A is equivalent to Picard stack [A−1→A0]∼.

Let C[−1,0](S) denote the bicategory of morphisms of abelian sheaves over S with com-
mutative squares as 1-morphisms and homotopies as 2-morphisms. Let Pic(S) denote the
2-category of Picard stacks over S with 1-morphisms being additive functors and 2-morphisms
being natural 2-transformations. Putting the above results together, they prove:
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Theorem. [3, Proposition 8.4.3] The functor

C[−1,0](S) //Pic(S)

defined by sending a morphism of abelian sheaves A• : [A1→A2] to its associated Picard stack
[A1→A2]∼ is a biequivalence of bicategories.

Remark 1.2. In the same paper, the authors also prove these facts in the non-abelian context
by not assuming that stacks and sheaves are necessarily Picard or abelian.

1.5 Tricategories

Even though the language of bicategories and tricategories is going to be extensively used, we
are not going to remind here in full detail bicategories or tricategories. Just for motivation, a
3-category can be thought as the category of 2-categories with 2-functors or weak 2-functors in
the sense of Bénabou [4] and a tricategory as a weakened version of a 3-category. However, we
want to recall the triequivalence since the proof of the Theorem 6.4 will follow its definition.
For more about bicategroies and tricategories, we refer the reader to [11], [12], [16], and [4].

Definition 1.3. [16] A trihomomorphism of tricategories T : C→D is called a triequivalence if
it induces biequivalences TX,Y : C(X, Y )→D(TX, TY ) of hom-bicategories for all objects X, Y
in C (T is locally a biequivalence), and every object in D is biequivalent in D to an object of
the form TX where X is an object in C.

2 Picard 2-Stacks as Torsors

In this section, our goal is to give some of the fundamental facts about 2-stacks and torsors
that will be needed throughout the paper. Our main references for 2-stacks with structures
such as monoidal, group-like, braided, Picard are [6], [7] and for torsors [1], [5]

2.1 2-Stacks

Definition 2.1. [8, Definition 6.2] A 2-stack P is a fibered 2-category in 2-groupoids such that

• for all X, Y objects in SU , HomPU (X, Y ) is a stack over S/U ;

• 2-descent data is effective for every object in P.

In the above definition 2-groupoids are considered in the sense of Breen [7], that is, 1-
morphisms are weakly invertible.

Definition 2.2. [7, Definition 8.4] A gr-2-stack P is a 2-stack with a morphism ⊗ : P× P→P
of 2-stacks, an associativity constraint a compatible with ⊗, a left unit l and a right unit r

constraints compatible with a, and an inverse constraint i with respect to ⊗ compatible with
units.

A more detailed definition of gr-2-stack can be found in [6]. Next, following [7, §8.4] we
add to gr-2-stacks commutativity constraints with an increasing level of strictness.

Definition 2.3. A gr-2-stack P is said to be
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• braided, if there exists a functorial natural transformation

RX,Y : X ⊗ Y //Y ⊗X

that satisfy the 2-braiding axioms of Kapranov and Voevodsky [15] together with the
additional condition that, in their terminology, the pair of 2-morphisms defining the
induced Z-systems coincide.

• strongly braided, if it is braided, the two hexagons given by the 2-braiding are compatible,
and for any X, Y two objects, there exists a functorial 2-morphism

X ⊗ Y
1X⊗Y

**

RY,XRX,Y

44
�� ��
�� SX,Y X ⊗ Y . (2.1)

• symmetric, if it is strongly braided and the following whiskerings coincide:

X ⊗ Y
1X⊗Y

**

RY,XRX,Y

44
�� ��
�� SX,Y X ⊗ Y

RX,Y // Y ⊗X , (2.2)

X ⊗ Y
RX,Y // Y ⊗X

1Y,X
**

RX,Y RY,X

44
�� ��
�� SY,X Y ⊗X . (2.3)

• Picard, if it is symmetric and for any object X, there exists a functorial 2-morphism

X ⊗X
1X,X ,,

RX,X

22
�� ��
�� SX X ⊗X (2.4)

additive in X (i.e. there is a relation between SX⊗Y , SX , and SY ) such that SX,X =
SX ∗ SX .

Further down in the paper, we will be talking about the 3-category of Picard 2-stacks which
requires the concept of morphism of Picard 2-stacks. Following Breen [7], we will call such a
morphism additive 2-functor. It will be a cartesian 2-functor between the underlying fibered
2-categories compatible with the monoidal, braided, and Picard structures carried by the 2-
categories. The compatibility with monoidal structure is already known. In Gordon, Power,
Street [11], a monoidal 2-category is defined as a one-object tricategory. More in detail, one
can think of a monoidal 2-category as the hom-2-category of a one-object tricategory, whose
associativity and unit constraints hold up to 2-isomorphisms and whose modifications are
invertible. Then the trihomomorphism [11, Definition 3.1] between such tricategories will be
the right definition of morphism between monoidal 2-categories. For the compatibility with
the rest of the structures, we refer the reader to the author’s thesis [21].

Here is a technical result that we will use several times in our proofs.

Lemma 2.4. Let P be a Picard 2-stack and A,B be two abelian sheaves with additive 2-functors
φ : A // P and ψ : B // P . Then A×P B is a Picard stack.
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Proof. The fibered category A×P B with fibers (A×P B)|U consisting of

• objects (a, f, b), where a ∈ A(U), b ∈ B(U), and f : φ(a)→ψ(b) is a 1-morphism in PU ;

• morphisms (a, f, α, g, b), where φ(a)
f

++

g
33

�� ��
�� α ψ(b) is a 2-morphism in PU ;

is a prestack since for any U ∈ S, 1-morphisms of P form a stack over S/U . It is in fact a stack.
Let ((Ui→U), (ai, fi, bi), αi,j)i,j∈I be a descent datum with (Ui→U)i∈I a covering of U ,

(ai, fi, bi) an object in (A×PB)Ui and αi,j a 1-morphism in (A×PB)Uij between (aj, fj, bj)|Uij and
(ai, fi, bi)|Uij . Since ai|Uij = aj|Uij , bi|Uij = bj|Uij and A and B are sheaves, there exist a ∈ A(U)
and b ∈ B(U) such that a|Ui = ai and b|Ui = bi. Then the collection ((Ui→U), fi, αi,j)i,j∈I
satisfies the descent in Hom(φ(a), ψ(b)), which is effective since P is a Picard 2-stack. That
is, there exists f ∈ Hom(φ(a), ψ(b)) and βi : f|Ui⇒fi compatible with αi,j such that for
all i ∈ I, (ai, f|Ui , βi, fi, bi) is a morphism from (a, f, b)|Ui to (ai, fi, bi). Thus, the descent
((Ui→U), (ai, fi, bi), αi,j)i,j∈I is effective.

Next, we show that A×P B is Picard. First, let us recall the notation from Definition 2.2.
⊗P is the monoidal operation, a, l, r, i, R−,−, S−,−, and S−are respectively associativity, left
unit, right unit, inverse, braiding, symmetry, and Picard constraints. The unnamed arrows in
the diagrams below are structural equivalences resulting from additive 2-functors φ and ψ.

monoidal structure: The multiplication is defined as

(a1, f1, b1)⊗ (a2, f2, b2) := (a1 + a2, f1f2, b1 + b2),

where f1f2 is the morphism that makes the diagram

φ(a1)⊗P φ(a2)

��

f1⊗Pf2 // ψ(b1)⊗P ψ(b2)

��
φ(a1 + a2)

f1f2

// ψ(b1 + b2)

����
CKNm

commute up to a 2-isomorphism Nm.

For any three objects (ai, fi, bi) for i = 1, 2, 3, the associator is given by the morphism
(a1 + a2 + a3, f1(f2f3), αf1,f2,f3 , (f1f2)f3, b1 + b2 + b3), where αf1,f2,f3 is defined as the 2-
isomorphism of the bottom face that makes the following cube commutative (we ignored
⊗P for compactness).
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φ(a1)(φ(a2)φ(a3))

��
a

{{wwwwwwwwwwwwwwwwwwwwww

f1⊗P(f2⊗Pf3) // ψ(b1)(ψ(b2)ψ(b3))

��
a

{{wwwwwwwwwwwwwwwwwwwwww

φ(a1)φ(a2 + a3)

��

ψ(b1)ψ(b2 + b3)

��

(φ(a1)φ(a2))φ(a3)

��

(f1⊗Pf2)⊗Pf3

// (ψ(b1)ψ(b2))ψ(b3)

��
φ(a1 + a2)φ(a3)

��

ψ(b1 + b2)ψ(b3)

��

φ(a1 + a2 + a3)
f1(f2f3) //

=

yytttttttttttttttttttt





�	 αf1,f2,f3

ψ(b1 + b2 + b3)

=

yytttttttttttttttttttt

φ(a1 + a2 + a3)
(f1f2)f3

// ψ(b1 + b2 + b3)

The other 2-isomorphisms of the cube are, the left and right 2-isomorphisms represent
the compatibility of the additive 2-functors ψ and φ with the associativity constraint
(see Data HTD5 in [11]), the back and front ones are of the form Nm, the top one is
given by the associativity constraint a of P on the 1-morphisms.

The object I := (0A, e, 0B), where 0A (resp. 0B) is the unit object in A (resp. in B) and
e is defined by the 2-commutative diagram

1P
= //

��

������ Nu

1P

��
φ(0A) e

// ψ(0B)

is the unit in the fibered product A ×P B. I comes with the functorial morphisms
l(a,f,b) := (a, ef, Lf , f, b) and r(a,f,b) := (a, fe, Rf , f, b), where Lf is defined as the 2-
isomorphism of the front face that makes the diagram commute(similar diagram for Rf ).

φ(0A)⊗P φ(a)
e⊗Pf //

wwoooooooooooo
ψ(0B)⊗P ψ(b)

wwnnnnnnnnnnn

φ(0A + a)

=

��

ef
//

�� ��
�� Lf

ψ(0B + b)

=

��

1P ⊗P φ(a)

OO

1P⊗Pf //

wwoooooooooooo
1P ⊗P ψ(b)

OO

wwnnnnnnnnnnnn

φ(a)
f

// ψ(b)
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The other 2-isomorphisms of the cube are, the left and right 2-isomorphisms represent
the compatibility of the additive 2-functors ψ and φ with the unit constraint (see Data
HTD6 in [11]), the top and bottom ones are of the form Nm, and the back one is of the
form Nu.

braiding : The morphism between (a1, f1, b1) ⊗ (a2, f2, b2) and (a2, f2, b2) ⊗ (a1, f1, b1) is
given by (a1+a2, f1f2, βf1,f2 , f2f1, b1+b2), where βf1,f2 is the 2-isomorphism of the bottom
face of the commutative cube.

φ(a1)⊗P φ(a2)
R

vvmmmmmmmmmmmmm

f1⊗Pf2 //

��

ψ(b1)⊗P ψ(b2)
R

vvmmmmmmmmmmmmm

��

φ(a2)⊗P φ(a1)
f2⊗Pf1 //

��

ψ(b2)⊗P ψ(b1)

��

φ(a1 + a2)

������ βf1,f2

f1f2 //

=

vvmmmmmmmmmmmmm
ψ(b1 + b2)

=
vvmmmmmmmmmmmmm

φ(a1 + a2)
f2f1

// ψ(b1 + b2)

(2.5)

The other 2-isomorphisms of the cube are, the left and right 2-isomorphisms represent
the compatibility of the additive 2-functors ψ and φ with the braiding structure [21], the
front and back ones are of the form Nm, and the top one represents the compatibility of
R−,− with P.

group like: Inverse of an object (a, f, b) is defined as (−a, g,−b), where there exists a
2-isomorphism γ : fg⇒e defined as the 2-morphism of the front face that makes the cube
commutative.

φ(a)⊗P φ(−a)

vvnnnnnnnnnnnn

f⊗Pg //

��

ψ(b)⊗P ψ(−b)

vvnnnnnnnnnnnn

��

φ(a+ (−a))
fg

//

=

��

�� ��
�� γ

ψ(b+ (−b))

=

��

1P
= //

vvmmmmmmmmmmmmmm 1P

vvmmmmmmmmmmmmmm

φ(0A)
e

// ψ(0B)

The other 2-isomorphisms of the cube are, the left and right 2-isomorphisms represent
the compatibility of the additive 2-functors ψ and φ with the inverse object constraint
[21], the top (resp. bottom) one is of the form Nm (resp. Nu), the back one is the inverse
object constraint i.

symmetry : We have to verify that the 2-morphism of the bottom face of the diagram
obtained by concatenation of the appropriate two cubes of the form (2.5) is identity. This
follows from the fact that, 2-morphism of the top face of the concatenated cube pastes
to identity with the help of the structural 2-morphisms of type (2.1).

Picard: The morphism from (a, f, b)⊗(a, f, b) to itself is identity because the 2-morphism
of the top face of the diagram (2.5) becomes identity when it is pasted with (2.4).
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The compatibility conditions for each structure are trivially satisfied.

2.2 Picard 2-Stack Associated to a Complex

An immediate example of a Picard 2-stack is the Picard 2-stack associated to a complex of
abelian sheaves which is in a sense the only example (see Lemma 6.3). It is already explained
in [17] and in [3] how to associate a 2-groupoid to a length 3 complex. However, this 2-groupoid
is not a 2-stack. It is not even a 2-prestack (i.e. 1-morphisms only form a prestack but not
a stack and 2-descent data are not effective). Therefore to obtain a 2-stack one has to apply
the stackification twice. Instead, we are going to use a torsor model for associated stacks. It
is more geometric, intuitive, and can be found in [1] for the abelian case, and in [3] for the
non-abelian case.

Consider A• a complex of abelian sheaves. Let A be the associated Picard stack, that is
[A−2→A−1]∼ ' Tors(A−2, A−1) and let ΛA : A→A0 be an additive functor of Picard stacks,
where A0 is considered as a discrete stack (no non-trivial morphisms). It associates to an
object (L, s) in Tors(A−2, A−1) an element λA(s) in A0.

We consider Tors(A , A0) consisting of pairs (L , s), where L is an A -torsor and s :
L→A0 is an A -equivariant map with respect to ΛA. A morphism between any two pairs is
given by another pair (F, γ)

(F, γ) : (L1, s1) //(L2, s2) ,

where F is a A -torsor morphism compatible with the torsor structure up to γ. F also fits into
the commutative diagram.

L1
F //

s1

��3
333333333333 L2

s2

���������������

A0

A 2-morphism

(L1, s1)
(F,γ)

,,

(G,δ)
22

�� ��
�� θ (L2, s2)

is given by a natural transformation θ : F⇒G that makes the diagram

L1 ×A

F×1
,,

G×1

22

��

L2 ×A

��
L1

F
++g d b _ \ Z W

G

33L2

γ

�� δnv

θ×1��

θ��

commute. It is an immediate result of the following proposition that the 2-stack Tors(A , A0),
which we have just constructed is Picard.
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Proposition 2.5. For any A→B morphism of Picard stacks, Tors(A ,B) is a Picard 2-
stack.

Proof. From [3, §6.3.4], it follows that Tors(A ,B) is a 2-stack. Its group-like structure is
defined in [5, §4.5] and Picardness is relatively easy to verify.

Definition 2.6. For any complex of abelian sheaves A•, we define the Picard 2-stack associated
to A• as Tors(A , A0).

2.3 Homotopy Exact Sequence

Let Tors(A , A0) be the associated Picard 2-stack to A•, then there is a sequence of Picard
2-stacks

A
ΛA // A0

πA // 2℘(A•) , (2.6)

whereA0 is considered as discrete Picard 2-stack (no non-trivial 1-morphisms and 2-morphisms).
The morphism πA assigns to an element a of A0(U) the pair (A , a), where a is identified with
the morphism A→A0 sending 1A = (A−2, δA) to a. (2.6) is homotopy exact in the sense that
A satisfies the pullback diagram.

A //

ΛA

��

0

��

A0
πA

// 2℘(A•)

����
>F

(2.7)

Since A is the Picard stack associated to the morphism of abelian sheaves δA : A−2→A−1,
it fits into the commutative pullback square of Picard stacks (see the proof of non-abelian
version of Proposition 8.3.2 in [3]).

A−2 //

δA

��

0

��
A−1

πA

// A

����
=E

(2.8)

Then pasting the diagrams 2.7 and 2.8 at A , we obtain
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A−2 //

δA

��

0

��
A−1

πA

//

λA

%%

8
;

>
B

E
H

J

A

ΛA

��

//

����
=E

0

��

A0
πA

// 2℘(A•)

����
>F

(2.9)

2.4 The 3-category of Picard 2-Stacks

Picard 2-stacks over S form an obvious 3-category which we denote by 2Pic(S). 2Pic(S) has a
hom-2-groupoid consisting of additive 2-functors, weakly invertible natural 2-transformations,
and strict modifications. For any two Picard 2-stacks P and Q, it is denoted by Hom(P,Q). If
P and Q are Picard 2-stacks associated to complexes of abelian sheaves A• and B•, then the
hom-2-groupoid will be denoted as Hom(A•, B•).

3 The 3-category of Complexes of Abelian Sheaves

We start with a definition of a 3-category C[−2,0](S) of complexes of abelian sheaves over S.
We end with an explicit construction of a trihomomorphism 2℘ between C[−2,0](S) and the
3-category 2Pic(S) of Picard 2-stacks over S.

3.1 Definition of C[−2,0](S)

Although the 3-category of complexes is very well known, in order to setup our notation and
terminology, we will describe it explicitly. Its objects are length 3 complexes of abelian sheaves
placed in degrees [−2, 0]. For a pair of objects A• ,B•, the hom-2-groupoid HomC[−2,0](S)(A

•, B•)
is defined as follows:

• A 1-morphism f • : A•→B• is a degree 0 map given by strictly commutative squares.

A−2
δA //

f−2

��

A−1
λA //

f−1

��

A0

f0

��
B−2

δB
// B−1

λB
// B0

(3.1)
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• A 2-morphism s• : f •⇒g• is a homotopy map given by the diagram

A−2
δA //

g−2

��

f−2

��

A−1
λA //

g−1

��

f−1

��

s−1
{{{{{{{{

}}{{{{{{{{

A0

g0

��

f0

��

s0
||||||||

}}||||||||

B−2
δB

// B−1
λB

// B0

(3.2)

satisfying the relations

g0 − f 0 = λB ◦ s0, g−1 − f−1 = δB ◦ s−1 + s0 ◦ λA, g−2 − f−2 = s−1 ◦ δA.

• A 3-morphism v• : s• V t• is a homotopy map between homotopies s• and t• given by
the diagram

A−2
δA //

g−2

��

f−2

��

A−1
λA //

�� ��

s−1

��

t−1

yy

A0

g0

��

f0

��

s0

��

t0

yy
v

vvm m m m m m m m m m m m m m m

B−2
δB

// B−1
λB

// B0

(3.3)

satisfying the relations

s0 − t0 = δB ◦ v, s−1 − t−1 = −v ◦ λA.

Remark 3.1. In fact, the hom-2-groupoid HomC[−2,0](S)(A
•, B•) is the 2-groupoid associated to

τ≤0(Hom•(A•, B•)), the smooth truncation of the hom complex Hom•(A•, B•), that is to the
complex

Hom−2(A•, B•) //Hom−1(A•, B•) //Z0(Hom0(A•, B•))

of abelian groups, where for i = 1, 2 the elements of Hom−i(A•, B•) are morphisms of complexes
from A• to B• of degree −i, and where Z0(Hom0(A•, B•)) is the abelian group of cocycles.

3.2 Abelian Sheaves and Picard 2-Stacks

Lemma 3.2. There is a trihomomorphism

2℘ : C[−2,0](S) //2Pic(S) (3.4)

between the 3-category C[−2,0](S) of complexes of abelian sheaves and the 3-category 2Pic(S)
of Picard 2-stacks.

Proof. We will give a step by step construction of the trihomomorphism and leave the verifi-
cation of the axioms to the reader.

• Using the notations in section 2.2, given a complex A•, we define 2℘(A•) as the associated
Picard 2-stack, that is 2℘(A•) := Tors(A , A0).
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• For any morphism f • : A•→B• of complexes (see diagram (3.1)), there exists a commu-
tative square of Picard stacks

A
ΛA //

F

��

A0

f0

��
B

ΛB
// B0

(3.5)

where F is induced by f •<0 : A•<0→B•<0. From the square (3.5), we construct a 1-
morphism 2℘(f •) in 2Pic(S)

2℘(f •) : Tors(A , A0) //Tors(B, B0)

that sends an (A , A0)-torsor (L , x) to (L ∧A B, f 0 ◦ x + ΛB). For details, the reader
can refer to [1, §6.1].

• For any 2-morphism s• : f •⇒g• of complexes (see diagram 3.2), there exists a diagram
of Picard stacks

A

F

		

G

��

ΛA // A0

f0

		

g0

��

ŝ0
}}}}}}}

~~}}}}}}}}

B
ΛB

// B0

(3.6)

such that for any (L, a) in A , we have the relation

G(L, a)− F (L, a) = ŝ0 ◦ ΛA(L, a) with ŝ0(a) = (B−2, s0(a)).

From the relation, we construct a natural 2-transformation θ

Tors(A , A0)

2℘(f•)
--

2℘(g•)

11Tors(B, B0)θ��

in 2Pic(S) that assigns to any object (L , x) in Tors(A , A0) a 1-morphism θ(L ,x)

θ(L ,x) : (L ∧A
2℘(f•) B, xF ) //(L ∧A

2℘(g•) B, xG) (3.7)

in Tors(B, B0), where xF = f0 ◦ x+ ΛB and xG = g0 ◦ x+ ΛB. The morphism (3.7) is
defined by sending (l, b) to (l, b− s0 ◦ x(l)).
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• For any 3-morphism v• : s• V t• of complexes (see diagram 3.3), there exists a modifi-
cation Γ

Tors(A , A0)

2℘(f•)

++

2℘(f•)

33θ⇓ V
Γ
⇓φ Tors(B, B0)

in 2Pic(S) that assigns to any (L , x) object of Tors(A , A0) a natural 2-transformation
Γ(L ,x)

(L ∧A
F B, xF )

θ(L ,x)

++

φ(L ,x)

33(L ∧A
G B, xG)⇓Γ(L ,x)

in Tors(B, B0), where θ(L ,x), φ(L ,x) are of the form (3.7). The natural 2-transformation
Γ(L ,x) is defined by assigning to any object (l, b) in (L ∧A

F B, xF ) a morphism

Γ(L ,x)(l, b) : (l, b− s0 ◦ x(l)) // (l, b− t0 ◦ x(l))

in (L ∧A
G B, xG) given by the triple (idl, 1A , β) with β being the isomorphism

b− s0 ◦ x(l) // b− s0 ◦ x(l) + δB ◦ v ◦ x(l) ,

and idl the identity of l in L , and 1A the unit element in A .

4 Weak Morphisms of Complexes of Abelian Sheaves

We fix two complexes of abelian sheaves A• and B•. We define Frac(A•, B•) a weakened analog
of the hom-2-groupoid HomC[−2,0](S)(A

•, B•). We also prove that Frac(A•, B•) is a bigroupoid.

4.1 Definition of Frac(A•, B•)

Frac(A•, B•) is a consists of objects, 1-morphisms, and 2-morphisms such that

• An object is an ordered triple (q,M•, p), called fraction

(q,M•, p) : A• M•qoo p //B•

with M• a complex of abelian sheaves, p a morphism of complexes, and q a quasi-
isomorphism.

• A 1-morphism from the fraction (q1,M
•
1 , p1) to the fraction (q2,M

•
2 , p2) is an ordered

triple (r,K•, s) with K• a complex of abelian sheaves, r and s quasi-isomorphisms making
the diagram
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M•
1

p1

''NNNNNNNNNNNNN
q1

wwppppppppppppp

A• K• p //qoo

s

OO�
�
�

r
���
�
� B•

M•
2

p2

77ppppppppppppp
q2

ggNNNNNNNNNNNNN

(4.1)

commutative.

• A 2-morphism from the 1-morphism (r1, K
•
1 , s1) to the 1-morphism (r2, K

•
2 , s2) is an

isomorphism t• : K•1→K•2 of complexes of abelian sheaves such that the diagram that we
will call “diamond”

A•

K•1

vvmmmmmmmmmmmmmmmmm

,,XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX

r1
+++++++++++

��+
++++++++++

s1{{{

=={{{

t•
C

C
C

C
C

!!C
C

C
C

C

M•
2

q2LLLLLLLLLLLLL

ffLLLLLLLLLLLLLL
p2rrrrrrrrrrrrr

88rrrrrrrrrrrrrr

M•
1

q1
rrrrrrrrrrrrr

xxrrrrrrrrrrrrrr p1
LLLLLLLLLLLLL

&&LLLLLLLLLLLLLL

K•2

llXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX

66mmmmmmmmmmmmmmmmm

r2
{{{

}}{{{

s2+++++++++

UU++++++++++++++

B•

(4.2)

commutes.

Remark 4.1. For reasons of clarity, we will represent the above 2-morphism by the following
planar commutative diagram

M•
1

p1

&&LLLLLLLLLLLLLLLLLLLLLLLL

q1

xxrrrrrrrrrrrrrrrrrrrrrrrr

A• K•1
t• //________

s1







EE







r1
444444

��444444

K•2

s2444444

YY444444

r2








��







B•

M•
2

p2

88rrrrrrrrrrrrrrrrrrrrrrrr

q2

ffLLLLLLLLLLLLLLLLLLLLLLLL

where we have ignored the maps from K•’s to A• and B•.

Remark 4.2. From the definition of 2-morphisms, it is immediate that all 2-morphisms are
isomorphisms.
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4.2 Frac(A•, B•) is a bigroupoid

Proposition 4.3. Let A• and B• be two complexes of abelian sheaves. Then Frac(A•, B•) is
a bigroupoid.

Proof. We will describe the necessary data to define the bigroupoid without verifying that
they satisfy the required axioms.

• For any two composable morphisms (r1, K
•
1 , s1) : (q1,M

•
1 , p1)→(q2,M

•
2 , p2) and (r2, K

•
2 , s2) :

(q2,M
•
2 , p2)→(q3,M

•
3 , p3) shown by the diagram

M•
1

p1

##FFFFFFFFFFFFFFFFFFFFFF

q1

{{xxxxxxxxxxxxxxxxxxxxxx

K•1

q′
SSSSSSSSS

))SSSSSSSSSp′lllllllll

uulllllllll

s1

OO�
�
�

r1
���
�
�

A• M•
2

p2 //q2oo B•

K•2

q′′kkkkkkkkk

55kkkkkkkkk
p′′SSSSSSSS

iiSSSSSSSSS
s2

OO�
�
�

r2
���
�
�

M•
3

p3

;;xxxxxxxxxxxxxxxxxxxxxx

q3

ccFFFFFFFFFFFFFFFFFFFFFF

the composition is defined by the pullback diagram.

K•1 ×M•2 K
•
2

pr2

%%KKKKKKKKKK
pr1

yyssssssssss

K•1
r1

%%LLLLLLLLLLL
s1

}}{{{{{{{{
= K•2

r2

!!CCCCCCCC
s2

yyrrrrrrrrrrr

M•
1 M•

2 M•
3

That is the composition is the triple (r2 ◦ pr2, K
•
1 ×M•2 K

•
2 , s1 ◦ pr1).

• For two 2-morphisms t•1 : (r1, K
•
1 , s1)⇒(r2, K

•
2 , s2) and t•2 : (r2, K

•
2 , s2)⇒(r3, K

•
3 , s3)

shown by the diagram

M•
1

((PPPPPPPPPPPPPPPPPPPPPPPPPPPPP

wwnnnnnnnnnnnnnnnnnnnnnnnnnnnnn

A• K•
1

t•1 //______

s1}}}}}}}}

>>}}}}}}}}

r1
AAAAAAAA

  AAAAAAAA

K•
2

s2

OO

r2

��

t•2 //______ K•
3

s3AAAAAAAA

``AAAAAAAA

r3
}}}}}}}}

~~}}}}}}}}

B•

M•
2

77nnnnnnnnnnnnnnnnnnnnnnnnnnnnn

ggPPPPPPPPPPPPPPPPPPPPPPPPPPPPP
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the vertical composition is defined by t•2 ◦ t•1.

• For two 2-morphisms t• : (r1, K
•
1 , s1)⇒(r2, K

•
2 , s2) and u• : (r′1, L

•
1, s
′
1)⇒(r′2, L

•
2, s
′
2) shown

by the diagram

M•
1

&&NNNNNNNNNNNNNNNNNNNNNNNNNNNNNN

xxpppppppppppppppppppppppppppppp

K•1

r1
CCC

!!CCC

s1{{{

=={{{

t• //________ K•2

s2CCC

aaCCC

r2
{{{

}}{{{

A• M•
2

//oo B•

L•1

s′1{{{

=={{{

r′1

CCC

!!CCC

u• //________ L•2

r′2
{{{

}}{{{

s′2CCC

aaCCC

M•
3

88pppppppppppppppppppppppppppppp

ffNNNNNNNNNNNNNNNNNNNNNNNNNNNNNN

the horizontal composition is given by the natural morphism K•1 ×M•2 L
•
1→K•2 ×M•2 L

•
2

between the pullbacks of pairs (r1, s
′
1) and (r2, s

′
2) over M•

2 .

Any three composable 1-morphisms (r1, K
•
1 , s1), (r2, K

•
2 , s2), and (r3, K

•
3 , s3) can be pic-

tured as a sequence of three fractions

K•1
r1

!!CCCCCCCC
s1

}}{{{{{{{{
K•2

r2

!!CCCCCCCC
s2

}}{{{{{{{{
K•3

r3

!!CCCCCCCC
s3

}}{{{{{{{{

M•
1 M•

2 M•
3 M•

4

simply by ignoring the maps to A• and B•. They can be composed in two different ways,
either first by pulling back over M•

2 then over M•
3 or vice versa. The resulting fractions

will be (r, (K•1 ×M•2 K
•
2) ×M•3 K

•
3 , s) and (r′, K•1 ×M•2 (K•2 ×M•3 K

•
3), s′), respectively, where r

and r′ (resp.s and s′) are equal to r3 (resp.s1) composed with appropriate projection maps.
The 2-isomorphism between these fractions is given by the natural isomorphism between the
pullbacks. Thus, the associativity of composition of 1-morphisms is weak.

We also observe that 1-morphisms are weakly invertible. Let (r,K•, s) be a 1-morphism
from (q1,M

•
1 , p1) to (q2,M

•
2 , p2), then (s,K•, r) is a weak inverse of (r,K•, s) in the sense that

the composition (r◦pr, K•×M•2 K
•, r◦pr) is equivalent to the identity, that is there is a natural

2-transformation θ : r ◦ pr⇒id ◦ (r ◦ pr) as shown in the below diagram.
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M•
1

p1

&&MMMMMMMMMMMMMMMMMMMMMMMM

q1

xxrrrrrrrrrrrrrrrrrrrrrrrr

A• K•
r◦pr //________

r◦pr









EE







r◦pr
4444444

��444444

____ +3θ

M•
1

id444444

ZZ444444

id








��







B•

M•
1

p1

88rrrrrrrrrrrrrrrrrrrrrrrr

q1

ffLLLLLLLLLLLLLLLLLLLLLLLL

____ +3θ

Thus, Frac(A•, B•) is a bigroupoid.

Remark 4.4. In the terminology of [2], what we have called fractions are called in the non-
abelian context weak morphisms of 2-crossed modules or butterflies of gr-stacks or bats of
sheaves.

5 Biequivalence of Frac(A•, B•) and Hom(A•, B•)

Fix again two complexes of abelian sheaves A• and B•. In this Section, we prove that the
bigroupoid Frac(A•, B•) of fractions defined in Section 4 is biequivalent to the 2-groupoid
Hom(A•, B•) of additive 2-functors from 2℘(A•) to 2℘(A•) defined in Section 2.4.

5.1 Morphisms of Picard 2-Stacks as Fractions

Lemma 5.1. A morphism f : A•→B• is a quasi-isomorphism if and only if

2℘(f) : 2℘(A•) // 2℘(B•)

is a biequivalence.

Proof. Given f : A•→B• a morphism of complexes, we know how to induce a morphism of
Picard 2-stacks (see construction of trihomomorphism 2℘(f)). It is also known that a 2-stack
(not necessarily Picard) can be seen as a 2-gerbe over its own π0 bounded by the stack Aut(I)
of automorphisms of identity [7, §8.1]. In particular, the Picard 2-stacks Tors(A , A0) and
Tors(B, B0) are 2-gerbes over their own π0 bounded by Aut(I2℘(A•)) ' [A−2→ ker(δA)]

∼

and Aut(I2℘(B•)) ' [B−2→ ker(δB)]
∼

, respectively. Furthermore, if f is a quasi-isomorphism,
then H−i(A•) ' H−i(B•) for i = 0, 1, 2 and thus, πi(2℘(A•)) ' πi(2℘(B•)) for i = 0, 1, 2.
So Tors(A , A0) and Tors(B, B0) are 2-gerbes with equivalent bands. Therefore they are
equivalent.

Given an additive 2-functor F in Hom(A•, B•), we will show in the next lemma that there
is a corresponding object in Frac(A•, B•).

Lemma 5.2. For any additive 2-functor F : 2℘(A•)→2℘(B•), there exists a fraction (q,M•, p)
such that F ◦ 2℘(q) ' 2℘(p).
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Proof. From the sequences

A
ΛA // A0

πA // 2℘(A•) and B
ΛB // B0

πB // 2℘(B•) ,

we can construct the commutative diagram

A ×B

µF

��

&&MMMMMMMMMMM

xxrrrrrrrrrrr

A
νF

&&LLLLLLLLLLLL

ΛA

��

B

ΛB

��

ξF

xxrrrrrrrrrrrr

EF
pr2

&&LLLLLLLLLLLL
pr1

xxrrrrrrrrrrrr

A0

πA
��

F◦πA

**UUUUUUUUUUUUUUUUUUUUUU B0

πB
��

2℘(A•)
F

// 2℘(B•)

(5.1)

where EF := A0 ×F,B B0. It follows from the commutativity of the above diagram that
µF = (ΛA, λB). The sequence

B
ξF //EF

pr1 //A0 (5.2)

is homotopy exact since it is the pullback of the exact sequence B→B0→2℘(B•). From
Lemma 2.4, it follows that EF is a Picard stack. Therefore by [3, Proposition 8.3.2], there
exists a length 2 complex E• = [δE : E−1

F →E0
F ] of abelian sheaves such that the associated

Picard stack Tors(E−1
F , E0

F ) is equivalent to EF . Then by [3, Theorem 8.3.1], there exists a
butterfly representing µF

A−2 ×B−2

δA×δB

��

κ

%%KKKKKKKKKK E−1
F

δE

��

ı

}}{{{{{{{{

PF


!!CCCCCCCC
ρ

yyssssssssss

A−1 ×B−1

πA×πB

��

E0
F

πEF

��
A ×B µF

// EF

(5.3)

with PF ' (A−1 ×B−1)×EF E
0
F . From a different perspective, this butterfly can be seen as

0 //

��

E−1
F

δE //

ı

��

E0
F

id
��

A−2 ×B−2 κ //

id
��

PF
 //

ρ

��

E0
F

��
A−2 ×B−2

δA×δB
// A−1 ×B−1 // 0

(5.4)
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where each column is an exact sequence of abelian sheaves. The only non-trivial sequence is
the second column and its exactness follows from the definition of a butterfly (1.1). So we
have a short exact sequence of complexes of abelian sheaves

0 // E•F //M•
F

// A•<0 ×B•<0 // 0 , (5.5)

where

M•
F := A−2 ×B−2 //PF //E0

F , (5.6)

E•F := 0 //E−1
F

//E0
F ,

A•<0 ×B•<0 := A−2 ×B−2 //A−1 ×B−1 //0 .

From the lower part of the diagram (5.4) and the definition of PF , we deduce that there
are morphisms of complexes

A−2 ×B−2

κ

��

pr1

wwoooooooooooo
pr2

''OOOOOOOOOOOO

A−2

δA

��

B−2

δB

��

PF



��

pr2◦ρ

wwooooooooooooo
pr1◦ρ

''OOOOOOOOOOOOO

A−1

λA

��

B−1

λB

��

E0
F

wwoooooooooooooo

''OOOOOOOOOOOOOO

A0 B0

M•
F

q

wwooooooooooooo
p

''OOOOOOOOOOOOO

A• B•

(5.7)

We claim that q is a quasi-isomorphism, that is

H−2(M•
F ) ' ker(δA), H−1(M•

F ) ' ker(λA)/im(δA), H0(M•
F ) ' coker(λA).

Indeed, from the exact sequence (5.5), we obtain the long exact sequence of homology sheaves

0 // H−2(M•
F ) // H−2(A•<0)×H−2(B•<0) // H−1(E•F ) ED

BC
GF

∂

��
H−1(M•

F ) // H−1(A•<0)×H−1(B•<0) // H0(E•F ) // H0(M•
F ) // 0

.

(5.8)
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On the other hand, by [3, Proposition 6.2.6] applied to the exact sequence (5.2), we get a
long exact sequence of homotopy groups

0 // π1(B) // π1(EF ) // π1(A0) // π0(B) // π0(EF ) // π0(A0) // 0. (5.9)

Since π1(A0) = H−1(A0) = 0 and π0(A0) = H0(A0) = A0, it follows from (5.9) that we
have an isomorphism

H−2(B•<0)
' // H−1(E•F ) (5.10)

and an exact sequence

0 // H−1(B•<0) // H0(E•F ) // A0 // 0. (5.11)

(5.10) implies that ∂ = 0 in (5.8). Therefore from (5.8) again, we obtain a short exact
sequence

0 // H−2(M•
F ) // H−2(A•<0)×H−2(B•<0) // H−1(E•F ) // 0

from which we deduce that H−2(M•
F ) ' H−2(A•<0) = ker(δA).

Now, apply the snake lemma to the short exact sequence (5.11) and to

0 // H−1(B•<0) // H−1(A•<0)×H−1(B•<0) // H−1(A•<0) // 0

in order to get the dashed exact sequence

0

��

// H−1(M•
F )

��

// ker(λA)/im(δA)

��

ED

BC �
�
�
�
�
�
�
�
�

GF_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _

@A�
�
�
�
�
�
�
�
�

//_____

0 // H−1(B•<0) //

��

H−1(A•<0)×H−1(B•<0) //

��

H−1(A•<0) //

��

0

0 // H−1(B•<0) //

��

H0(E•F ) //

��

A0
//

��

0

0 // H0(M•
F ) // coker(λA)

from which it follows H−1(M•
F ) ' ker(λA)/im(δA), and H0(M•

F ) ' coker(A0) as wanted.
We end this proof by showing that F ◦ 2℘(q) ' 2℘(p). (5.7) induces a diagram of Picard

2-stacks
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2℘(M•
F )

2℘(p)

%%KKKKKKKKKK
2℘(q)

yyssssssssss

2℘(A•)
F

// 2℘(B•)

. (5.12)

We claim that (5.12) commutes up to a natural 2-transformation. To show that, it is enough
to look at 2℘(M•

F ) locally. Given U ∈ S, 2℘(M•
F )U is the 2-groupoid associated to the complex

of abelian groups (for the definition of the 2-groupoid associated to a complex see [3] or [17])

A−2(U)×B−2(U)
δ // PF (U) λ // E0

F (U)

Then, an object of 2℘(M•
F )U is an element e of E0

F (U). Since EF := A0×F,BB0 ' Tors(E−1
F , E0

F ),
e can be taken as (a, f, b), where a ∈ A0(U), b ∈ B0(U), and f : F (a)→b is a 1-morphism in
2℘(B•)U .

A 1-morphism of 2℘(M•
F )U from e1 to e2 is given by an element p of PF (U) such that λ(p)+

e1 = e2 in E0
F (U). We can again take λ(p), e1, and e2 as (a, f, b), (a1, f1, b1), and (a2, f2, b2),

respectively. Therefore, the addition in E0
F (U) should be replaced by the monoidal operation

on EF between the triples, that is (a, f, b)⊗EF (a1, f1, b1) = (a2, f2, b2). This monoidal operation
is described in the proof of the technical Lemma 2.4. It creates a diagram commutative up to
a 2-isomorphism in 2Pic(B•)U that defines f2.

F (a2)

'

��

f2 // b2

'

��
F (a)⊗B F (a1)

f⊗Bf1

// b⊗B b1

����
AIθ

The collection (f, θ) gives the natural 2-transformation between 2℘(q) ◦ F and 2℘(p).

Remark 5.3. Since q is a quasi-isomorphism in C[−2,0](S), the technical lemma 5.1 implies that
2℘(q) is a biequivalence in 2Pic(S). Therefore, by choosing an inverse of 2℘(q) up to a natural
2-transformation we can write F as F ' 2℘(p) ◦ 2℘(q)−1.

5.2 Hom-categories of Frac(A•, B•) and Hom(A•, B•)

In the next two lemmas, we are going to explore the relation between 1-morphisms (resp.
2-morphisms) of Frac(A•, B•) and natural 2-transformations (resp. modifications) of Picard
2-stacks.

Suppose we have a natural 2-transformation θ

2℘(A•)
F ++

G

33
�� ��
�� θ 2℘(B•) (5.13)

between the two additive 2-functors F,G : 2℘(A•)→2℘(B•). By Lemma 5.2, we know that
there are fractions (qF ,M

•
F , pF ) and (qG,M

•
G, pG) associated to F and G.
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Lemma 5.4. For any natural 2-transformation θ as in (5.13), there is a 1-morphism in
Frac(A•, B•) between the fractions (qF ,M

•
F , pF ) and (qG,M

•
G, pG).

Proof. For F and G, we have the following diagrams similar to (5.1)

A ×B

µF

��

&&MMMMMMMMMMM

xxrrrrrrrrrrr

A
νF

&&LLLLLLLLLLLL

ΛA

��

B

ΛB

��

ξF

xxrrrrrrrrrrrr

EF

&&LLLLLLLLLLLL

xxrrrrrrrrrrrr

A0

πA
��

F◦πA

**UUUUUUUUUUUUUUUUUUUUUU B0

πB
��

2℘(A•)
F

// 2℘(B•)

A ×B

µG

��

&&MMMMMMMMMMM

xxrrrrrrrrrrr

A
νG

&&LLLLLLLLLLLL

ΛA

��

B

ΛB

��

ξG

xxrrrrrrrrrrrr

EG

&&LLLLLLLLLLLL

xxrrrrrrrrrrrr

A0

πA
��

G◦πA

**UUUUUUUUUUUUUUUUUUUUUU B0

πB
��

2℘(A•)
G

// 2℘(B•)

where EF := A0×F,BB0 and EG := A0×G,BB0 are Picard stacks by Lemma 2.4. Therefore by [3,
Proposition 8.3.2], there exist E−1

F →E0
F and E−1

G →E0
G morphisms of abelain sheaves such that

the Picard stack associated to them are respectively EF and EG. The natural 2-transformation
θ : F⇒G induces an equivalence H : EG→EF of Picard stacks defined as follows:

• For any (a, g, b) object of (EG)U , H((a, g, b)) := (a, f, b), where f fits into the commutative
diagram

F (a)

θa

��

f //

=

b

∼

��
G(a) g

// b

• For any (a, g, σ, g′, b) morphism of (EG)U , H((a, g, σ, g′, b)) := (a, f, τ, f ′, b), where τ is
defined by the following whiskering.

F (a)
θa // G(a)

g

))

g′

55
�� ��
�� σ b

By [3, Theorem 8.3.1], H corresponds to a butterfly [E•G, N,E
•
F ]. Since H is an equivalence,

this butterfly is flippable.
We compose H and µG by composing their corresponding butterflies.
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A−2 ×B−2

δA×δB

��

κ′

&&MMMMMMMMMMM E−1
F

δE

��

ı′

zzuuuuuuuuu

PG ×
E−1
G

E0
G
N

′

$$IIIIIIIIII
ρ′

xxppppppppppp

A−1 ×B−1

πA×πB

��

E0
F

πEF

��
A ×B

H◦µG
// EF

There is also a direct morphism µF from A ×B to EF . µF is equivalent to H ◦ µG since
they both map an object of A ×B to an object in EF which is isomorphic to the unit object in
2℘(B•). Then by [3, Theorem 8.3.1], there exists an isomorphism k between the corresponding
butterflies of µF and H ◦µG, that is the dotted arrow in the diagram below such that all regions
commute.

A−2 ×B−2

δA×δB

��

κ

))RRRRRRRRRRRRRRRRRRR
κ′ // PG ×

E−1
G

E0
G
N

CCCCC

′

!!CCCCCCCCCCCCCCwwwww

ρ′

{{wwwwwwwwwwwwwwww
k

���
�
�

E−1
F

δE

��

ı

vvnnnnnnnnnnnnnnnnn
ı′oo

PF


((RRRRRRRRRRRRRRRRR

ρ
uujjjjjjjjjjjjjjjjjj

A−1 ×B−1

πA×πB

��

E0
F

πEF

��
A ×B

H◦µG
--

µF

11 EF

(5.14)

Let M•
F : A−2×B−2→PF→E0

F and M•
G : A−2×B−2→PG→E0

G. We claim that, there exists
a complex K• with quasi-isomorphisms rF and rG such that all regions in the diagram

M•
F

pF

''NNNNNNNNNNNNN
qF

wwppppppppppppp

A• K•
p //qoo

rF

OO

rG
��

B•

M•
G

pG

77ppppppppppppp
qG

ggNNNNNNNNNNNNN

(5.15)

commute.
Proof of the claim: Let K• : A−2×B−2→PG×E0

G
N→N and define rF by the composition
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K•

rF

��

A−2 ×B−2 // PG ×E0
G
N //

quotient
��

N

quotient

��

A−2 ×B−2 // PG ×
E−1
G

E0
G
N //

��

N/E−1
G

��
M•

F A−2 ×B−2 // PF // E0
F

(5.16)

and rG by the diagram

K•

rG

��

A−2 ×B−2 // PG ×E0
G
N

��

// N

��
M•

G A−2 ×B−2 // PG // E0
G

(5.17)

The commutativity of the diagram (5.16) follows from composition of butterflies. Since

PG ×
E−1
G

E0
G
N ' PF and the butterfly [E•G, N,E

•
F ] is flippable, rF is a quasi-isomorphism. The

diagram (5.17) commutes because its left square is a pullback. This implies that rG is a
quasi-isomorphism.

It remains to show that qF ◦ rF = qG ◦ rG, that is in the diagram below each column closes
to a commutative square.

A• A−2 // A−1 // A0

M•
F

qF

OO

A−2 ×B−2

OO

// PF //

OO

E0
F

OO

K•

rF

OO

rG

��

A−2 ×B−2 // PG ×E0
G
N

OO

��

// N

OO

��
M•

G

qG

��

A−2 ×B−2 //

��

PG

��

// E0
G

��
A• A−2 // A−1 // A0

It is obvious for the first column. The commutativity of the triangles

PG ×
E−1
G

E0
G
N

k //

ρ′

%%JJJJJJJJJJJJJJJJJJJJ
PF

ρ

��
A−1 ×B−1

EG
H //

pr1

��3
333333333333 EF

pr2

���������������

A0

imply that the middle and last columns close to a commutative square, respectively (the first
triangle is extracted from diagram (5.14)).
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In the same way, we also show that pF ◦ rF = pG ◦ rG.

Now, suppose we have a modification Γ

2℘(A•)

F

((

G

66θ⇓ V
Γ
⇓φ 2℘(B•) (5.18)

between two natural 2-transformations θ, φ : F⇒G. We have proved in Lemmas 5.2 and 5.4
that both θ and φ correspond to a 1-morphism in Frac(A•, B•).

Lemma 5.5. Given a modification Γ as in (5.18), there exists a 2-morphism between the two
1-morphisms corresponding to θ and φ.

Proof. Using the same notations as in Lemma 5.4, we construct a diagram of Picard stacks

EG

Hθ
))

Hφ

55
�� ��
�� T EF ,

where T is a natural transformation. For any object (a, g, b) in EG, T(a,g,b) is a morphism in
EF defined by

F (a)

fθ

$$

fφ

::
�� ��
�� 1g∗Γa b,

where

F (a)

θa
((

φa

66
�� ��
�� Γa G(a) ,

and Hθ(a, g, b) = (a, fθ, b), Hφ(a, g, b) = (a, fφ, b) . By [3, Theorem 5.3.6], the natural trans-
formation T corresponds to an isomorphism t between the centers of the butterflies associated
to Hθ and Hφ.

E0
G

δEG

��

κφ

&&MMMMMMMMMMMMM
κθ // Nθ

<<<<<

θ

��<<<<<<<<<<<<
�����

ρθ

��������������

E−1
F

δEF

��

ıφ

xxppppppppppppp

ıθoo

Nφ

φ
&&NNNNNNNNNNNNN

ρφ
xxqqqqqqqqqqqqq

t

OO�
�
�

E0
G

πEG

��

E0
F

πEF

��
EG

Hθ
--

Hφ

11 EF⇓ T

(5.19)

t induces an isomorphism of complexes t•.
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K•φ

t•

��

A−2 ×B−2 // PG ×E0
G
Nφ

id×t
��

// Nφ

t

��
K•θ A−2 ×B−2 // PG ×E0

G
Nθ // Nθ

The proof finishes by showing that all the regions in the diagram (4.2) commute. The only
regions, whose commutativity are non-trivial, are the triangles in the middle sharing an edge
marked by the isomorphism t•. They commute as well since in the diagram below

M•
G A−2 ×B−2 // PG // E0

G

K•φ

rG,φ

OO

t•

��

A−2 ×B−2 // PG ×E0
G
Nφ

pr1

OO

id×t
��

// Nφ

ρφ

OO

t

��
K•θ

rG,θ

��

A−2 ×B−2 // PG ×E0
G
Nθ

pr1

��

// Nθ

ρθ
��

M•
G A−2 ×B−2 // PG // E0

G

each column closes to a commutative triangle. This is immediate for the first two columns.
The triangle formed by the last column commutes as well, since it is a piece of the commutative
diagram (5.19).

For any two complexes of abelian sheaves A• and B•, the proofs of Lemmas 5.2 and 5.4
define us a 2-functor

2℘(A•,B•) : Frac(A•, B•) //Hom(A•, B•) (5.20)

between the bigroupoid Frac(A•, B•) and the 2-groupoid Hom(A•, B•) of additive 2-functors
between 2℘(A•) and 2℘(B•) considered as a bigroupoid. In fact, we have proved:

Theorem 5.6. For any two complexes of abelian sheaves A• and B•, 2℘(A•,B•) is a biequiva-
lence of bigroupoids.

6 The Tricategory of Complexes of Abelian Sheaves

After proving in Section 5 that for any two complexes of abelian sheavesA• andB•, Frac(A•, B•)
is biequivalent as a bigroupoid to Hom(A•, B•), it is clear that the trihomomorphism 2℘ 3.4
defined in Section 3.2 cannot be a triequivalence. To attain the triequivalence, we need to
consider at least a tricategory with same objects as C[−2,0](S) and with hom-bicategories of the
form Frac(A•, B•). Furthermore, there is the question of essential surjectivity which we deal
with in this section.

6.1 Definition of T[−2,0](S)

We define the tricategory T[−2,0](S) promised at the beginning of the section.
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Definition-Proposition 6.1. T[−2,0](S) with objects complexes of abelian sheaves, and hom-
bigroupoids Frac(A•, B•), for any two complexes of abelian sheaves A• and B•, is a tricategory.

Proof. We have to verify that T[−2,0](S) has the data given in [12, Definition 3.3.1].

• Objects are complexes of abelian sheaves.

• For any two complexes of abelian sheaves A• and B•, Frac(A•, B•) is the hom-bicategory.

• For any three complexes of abelian sheaves A•, B•, and C•, the composition is given by
the weak functor

⊗T : Frac(A•, B•)× Frac(B•, C•) //Frac(A•, C•) ,

which is defined on

1. objects, by

M•
1

q1

����������
p1

��????????
M•

2

q2

����������
p2

��????????
M•

1 ×B• M•
2

q1◦pr1

wwooooooooooooo
p2◦pr2

''OOOOOOOOOOOOO

A• B• B• C• A• C•

=⊗T

2. 1-morphisms, by

M•
1

q1

����������
p1

��????????
M•

2

q2

����������
p2

��????????
M•

1 ×B• M•
2

q1◦pr1

wwooooooooooooo
p2◦pr2

''OOOOOOOOOOOOO

A• K•

s1

OO

r1

��

y1 //x1oo B• ⊗T B• L•

s2

OO

r2

��

y2 //x2oo C• = A• K• ×B• L•
s1×s2

OO

r1×r2
��

y1◦pr2 //x1◦pr1oo C•

N•1

q′1

__???????? p′1

??��������
N•2

q′2

__???????? p′2

??��������
N•1 ×B• N•2

q′1◦pr1

ggOOOOOOOOOOOOO p′2◦pr2

77ooooooooooooo

3. 2-morphisms, by

M•
1

q1

����������
p1

��????????
M•

2

q2

����������
p2

��????????
M•

1 ×B• M•
2

q1◦pr1

wwooooooooooooo
p2◦pr2

''OOOOOOOOOOOOO

A• K•1→K•2 B• ⊗T B• L•1→L•2 C• = A• K•1 ×B• L•1→K•2 ×B• L•2 C•

N•1

q′1

__???????? p′1

??��������
N•2

q′2

__???????? p′2

??��������
N•1 ×B• N•2

q′1◦pr1

ggOOOOOOOOOOOOO p′2◦pr2

77ooooooooooooo

HH������

VV------

��-
-----

��������

HH������

VV------

��-
-----

��������

DD








ZZ4444444

��4444444

��








We leave defining the rest of the data as well as verifying that they satisfy the axioms to the
reader.

The trihomomorphism (3.4) extends to a trihomomorphism

2℘ : T[−2,0](S) // 2Pic(S) (6.1)
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on the tricategory T[−2,0](S) as follows1: On objects, it is defined as explained in Section 3.2.
On 1-,2-,3-morphisms, by the biequivalence 2℘(A•,B•), where A• and B• are any two complexes
of abelian sheaves.

Theorem 5.6 implies that (6.1) is already fully faithful in the appropriate sense. In order
to prove the triequivalence, one needs to show that it is essentially surjective, as well.

The essential surjectivity depends on the following Lemma, which is similar to in [9, Lemme
1.4.3].

Lemma 6.2. For any set E, denote by Z(E) the free abelian group generated by E. Let C be
a Picard 2-category and F0 : E→C be a set map. Then F0 extends to an additive 2-functor
F : Z(E)→C where Z(E) is considered as a 2-category (trivially Picard).

The proof of the above Lemma will be given in author’s thesis [21]. Now, we can show that
(6.1) is essentially surjective.

Lemma 6.3. Let P be a Picard 2-stack, then there exists a complex of abelian sheaves A• such
that 2℘(A•) is biequivalent to P.

Proof. There is a construction analogous to the skeleton of categories. Consider the 2-stack
2sk(P) obtained from P by choosing one representative from each equivalence class of objects.
It is obvious that the inclusion i : 2sk(P)→P is a biequivalence. It is also easy to show
that Ob(2sk(P)) is a presheaf of sets. Let A0 be the abelian sheaf over S associated to the
presheaf {U→Z(2sk(PU))}, where Z(2sk(PU)) is the free abelian group associated to the set
Ob(2sk(PU)). By Lemma 6.2, the inclusion i extends to

πP : A0 //P

an essentially surjective additive 2-functor on A0.
Define A by the pullback diagram

A //

ΛA

��

0

��
A0

πP
// P

����
<D

(6.2)

of morphisms of Picard 2-stacks, which is similar to (2.7). Then, the sequence of Picard
2-stacks

A // A0 // P
is exact sequence in the sense of Section 2.3.

On the other hand, from Lemma 2.4, it follows that A is a Picard stack. Therefore by [3,
Proposition 8.3.2], there exists a morphism of abelian sheaves δA : A−2→A−1, where A−2 is
defined by the pullback diagram

1We commit an abuse of notation by calling both functors (3.4) and (6.1) by 2℘.
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A−2 //

δA

��

0

��
A−1

πA

// A

����
=E

(6.3)

and A := Tors(A−2, A−1).
Now putting the diagrams (6.2) and (6.3) together,

A−2 //

δA

��

0

��
A−1

πA

//

λA

%%

8
;

?
B

E
H

K

A

ΛA

��

//

����
=E

0

��
A0

πP
// P

����
;C

(6.4)

we have a diagram of Picard 2-stacks. It implies that A• : A−2 δA //A−1 λA //A0 is a complex.
The Picard 2-stack associated to A•, that is 2℘(A•) := Tors(A , A0), verifies by definition

the above diagram (see 2.9).
The biequivalence 2℘(A•) ' P is almost immediate. Essential surjectivity follows from the

definition of πP and equivalence of hom-categories from the fact that A0 and 0 pull back to A
over 2℘(A•) and to P.

6.2 Main Theorem

Considering 2Pic(S) as a tricategory, our main result follows from Theorem 5.6 and Lemma
6.3.

Theorem 6.4. The trihomomorphism (6.1) is a triequivalence.

An immediate consequence of the Theorem 6.4, which was also the motivation for this
paper, is the following.

Let 2Pic[[(S) denote the category of Picard 2-stacks obtained from 2Pic(S) by ignoring
the modifications and taking as morphisms the equivalence classes of additive 2-functors. Let
D[−2,0](S) be the subcategory of the derived category of category of complexes of abelian sheaves
A• over S with H−i(A•) 6= 0 for i = 0, 1, 2. We deduce from Theorem 6.4 the following, which
generalizes Deligne’s result [9, Proposition 1.4.15] from Picard stacks to Picard 2-stacks.

Corollary 6.5. The functor (6.1) induces an equivalence

2℘[[ : D[−2,0](S) //2Pic[[(S) (6.5)

of categories.
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Proof. It is enough to observe from the calculations in Section 4 that π0(Frac(A•, B•)) '
HomD[−2,0](S)(A

•, B•). Since the objects of D[−2,0](S) are same as the objects of T[−2,0](S), the
essential surjectivity follows from the Lemma 6.3.

7 Stackification

We want to conclude with an informal discussion of stack versions of some of our results. We
will assume that all structures are strict unless otherwise stated. Throughout the paper, we
dealt with 2- and 3-categories and their weakened versions bi- and tricategories. They can be
stackified.

2-stacks over a site are well known [7]. The collection of 2-stacks over S, denoted by
2Stack(S), comprise a 3-category structure. We can consider the fibered 3-category 2Stack(S),
whose fiber over U is the 3-category 2Stack(S/U) of 2-stacks over S/U . In [7, Remark 1.12],
Breen claims that 2Stack(S) is a 3-stack. Hirschowitz and Simpson in [14], generalize this
result to weak n-stacks.

Theorem. [14, Théorème 20.5] The weak (n+ 1)-prestack of weak n-stacks nW Stack(S) is
a weak (n+ 1)-stack over S.

We can use the above facts to deduce that the 3-prestack of Picard 2-stacks 2Pic(S) with
fibers 2Pic(S/U) over U is a 3-stack.

Claim. Hom(A•, B•) fibered over S in 2-groupoids is a 2-stack where for any U ∈ S, the 2-
groupoid Hom(A•|U , B

•
|U) of additive 2-functors from 2℘(A•)|U to 2℘(B•)|U defines the fiber over

U .

We have also fibered analogs for each hom-bicategory Frac(A•, B•) and for T[−2,0](S). It
follows from the above claim and Theorem 5.6 that the bi-prestack Frac(A•, B•) of fractions
from A• to B• with fibers defined by Frac(A•|U , B

•
|U) is a bistack. Then, once an appropriate

notion of 3-descent has been specified and all descent data are shown to be effective, we
conclude by the characterization proposition [14, Proposition 10.2] for n-stacks that the tri-
prestack of complexes T[−2,0](S) with fibers T[−2,0](S/U) is a tristack. The characterization
proposition cited above briefly says that P is an n-stack over S if and only if all descent data
are effective and for any X, Y objects of PU , HomPU

(X, Y ) is an n− 1 stack over S/U .

Remark 7.1. The characterization proposition in [14, Proposition 10.2] is originally enounced
for Segal n-categories, n-prestacks, and n-stacks. But again in the same paper, it has been
remarked that the proposition holds for non Segal structures [14, §20] where in this case, the
weak structure is assumed to be the one defined by Tamsamani. Its definition can be found in
[19] and [20]. However, we are being very informal and not discussing here the connection of
the weak structure of our categories, pre-stacks and, stacks with the ones mentioned above.

Finally, we define the trihomomorphism of tristacks by localizing the triequivalence (6.1).

T[−2,0](S) //2Pic(S) , (7.1)

where 22Pic(S) is considered naturally as a tristack. We deduce then its stack analog

Theorem 7.2. (7.1) is a triequivalence of tristacks.
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