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AND CHANGJIAN SU

Abstract. Chern-Schwartz-MacPherson (CSM) classes generalize to
singular varieties the classical total homology Chern class of the tan-
gent bundle of a smooth compact complex algebraic variety. The theory
of CSM classes has been extended to the equivariant setting by Ohmoto.
We prove that for an arbitrary complex algebraic variety X, the homog-
enized, torus equivariant CSM class of a constructible function ϕ is the
restriction of the characteristic cycle of ϕ via the zero section of the
cotangent bundle of X. In the process we relate the CSM class in ques-
tion to a Segre operator applied to the characteristic cycle. This extends
to the equivariant setting results of Ginzburg and of Sabbah. We spe-
cialize X to be a (generalized) flag manifold G/B. In this case CSM
classes are determined by a Demazure-Lusztig (DL) operator. We prove
a ‘Hecke orthogonality’ of CSM classes, determined by the DL opera-
tor and its adjoint, and a ‘geometric orthogonality’ between CSM and
Segre-MacPherson classes. This implies a remarkable formula for the
CSM class of a Schubert cell in terms of the Segre class of the charac-
teristic cycle of a holonomic Verma DX -module. We deduce a positivity
property for CSM classes previously conjectured by Aluffi and Mihalcea,
and extending positivity results by J. Huh in the Grassmann manifold
case. As an application, we prove positivity for certain Kazhdan-Lusztig
classes, and for some instances of Mather classes, of Schubert varieties.
We also establish an equivalence between CSM classes and stable en-
velopes; this reproves results of Rimányi and Varchenko. Finally, we
generalize all of this to partial flag manifolds G/P .
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1. Introduction

According to a conjecture attributed to Deligne and Grothendieck, there
is a unique natural transformation c∗ : F → H∗ from the functor of con-
structible functions to homology, over the category of compact complex
algebraic varieties and proper morphisms, such that if X is smooth then
c∗(11X) = c(TX)∩[X]. This conjecture was proved by MacPherson [Mac74];
the class c∗(11X) for possibly singular X was later shown to coincide with a
class defined earlier by M.-H. Schwartz [Sch65a, Sch65b, BS81]. For any con-
structible subset W ⊆ X, we call the class cSM (W ) := c∗(11W ) ∈ H∗(X) the
Chern-Schwartz-MacPherson (CSM) class of W in X. The theory of CSM
classes was later extended to the equivariant setting by Ohmoto [Ohm06].
We denote by cTSM(W ) := cT∗ (11W ) the torus equivariant CSM class.

The main objects of study in this paper are the (torus) equivariant CSM
classes of Schubert cells in flag manifolds. These classes were computed in
various generality: for Grassmannians, in the non-equivariant specialization,
by Aluffi and Mihalcea [AM09, Mih15], and Jones [Jon10]; for type A partial
flag manifolds by Rimányi and Varchenko [RV18], using the fact that they co-
incide with certain weight functions studied in [RTV15b, RTV15a, RTV14],
and using interpolation properties obtained by Weber [Web12]; and for
flag manifolds in all Lie types by Aluffi and Mihalcea [AM16] using Bott-
Samelson desingularizations of Schubert varieties.

One of our main goals is to show that the CSM classes of Schubert cells
are effective, thus proving the non-equivariant version of a positivity con-
jecture from [AM16]. This generalizes a similar positivity result proved by
J. Huh [Huh16] for the Grassmannian case (in turn proving an earlier conjec-
ture posed in [AM09]). This also implies positivity of the Kazhdan-Lusztig
classes (associated to the stalk Euler characteristic of intersection cohomol-
ogy complexes of Schubert varieties), and in some instances positivity of
Mather classes.

On the route of proving the positivity conjecture we revisit, and extend to
the equivariant setting, the ‘Lagrangian model’ for constructing MacPher-
son’s transformation for arbitrary smooth projective varieties X, as devel-
oped by Sabbah [Sab85] and by Ginzburg [Gin86]. Our methods and results,
using ‘shadows’ of characteristic cycles in the cotangent bundle of X, may
be of independent interest.

For flag manifolds, we apply our methods to relate CSM classes of Schu-
bert cells, characteristic cycles of Verma D-modules, and Maulik and Ok-
ounkov stable envelopes for the cotangent bundle of flag manifolds [MO19].
This adds a ‘Lagrangian perspective’ to previous connections between CSM
classes and stable envelopes found by Rimányi and Varchenko [RV18] (see
also Su’s thesis [Su17b]). We give a more precise account of our results next.

1.1. Statement of results. The first part of the paper (§§2-4) consists of a
general discussion of Ohmoto’s torus equivariant CSM classes from the point
of view of Lagrangian cycles in the cotangent bundle of a smooth complex
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algebraic variety X. We extend the formalism of shadows of characteristic
cycles developed in [Alu04] to build a dictionary between C∗-equivariant
classes in a vector bundle E endowed with a C∗-action by fiberwise dila-
tion and homogenizations of shadows of corresponding classes in the pro-
jective completion of E (Proposition 2.7). The homogenization of a class
α =

∑n
i=0 αi with αi ∈ H2i(X), with respect to the character χ of C∗, is the

class

αχ := α0 + χα1 + · · ·+ χnαn ∈ HC∗
0 (X) .

Here the character χ is identified with cC
∗

1 (Cχ) ∈ H2
C∗(pt), the C∗-equivariant

first Chern class of the C∗-module Cχ given by the dilation on C with char-
acter χ; see §2.3 below. Let ~±1 be the characters defined by z 7→ z±1. Note
that HC∗

∗ (X) ∼= H∗(X)[~] since C∗ acts trivially on X.
We extend the formalism further to smooth varieties X endowed with the

action of a torus T . This notion allows us to define a morphism from the
group of T -equivariant conical Lagrangian cycles in the cotangent bundle
of X to HT

∗ (X). One of the main results is the following (Theorem 4.2):

Theorem 1.1. Let X be a smooth complex algebraic variety, with a T -
action. Consider the C∗-action dilating the cotangent fibers with character
~−1 on T ∗(X). Let ι : X → T ∗(X) be the zero section. Then

ι∗[CC(ϕ)]T×C∗ = cT∗ (ϕ)~ ∈ HT×C∗
0 (X).

Here cT∗ (−)~ is the homogenization of Ohmoto’s equivariant MacPher-
son natural transformation, and CC(ϕ) is the characteristic cycle of a con-
structible function ϕ; see §3.2. Theorem 1.1 generalizes to the equivariant
case results of Ginzburg [Gin86, Appendix] and Sabbah [Sab85]. In fact,
even in the non-equivariant case, the theorem gives a transparent interpre-
tation, as the pull-back via the zero section, of Ginzburg’s analogous map
from loc. cit. (as explained in §4.2). Our proof, based on the formalism of
shadows, is rather elementary and it avoids the use of equivariant K-theory
and the equivariant Riemann-Roch transformation in [Gin86]; at the same
time it has a natural equivariant extension. A reader who is not famil-
iar with the work of Ohmoto [Ohm06] (or Ginzburg [Gin86, Appendix] in
the non-equivariant case) can take Theorem 1.1 as the starting point for a
definition of the (non-)equivariant Chern class transformation cT∗ (resp., c∗).

In intersection theory, the pull-back via the zero section is closely related
to a Segre operator; cf. [Ful84, §3.3]. We extend this relation equivariantly,
using (equivariant) shadows. The resulting identity is not only used to prove
Theorem 1.1, but it also informs the rest of this paper. In order to state it,
we first define the Segre operator. Consider the following diagram:

T ∗(X) �
� //

π

''

P(T ∗(X)⊕ 11)

q

��
X

ι

cc
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Here P(T ∗(X)⊕11) is the completion of the cotangent bundle, π, q, the natu-
ral projections, and ι is the inclusion of the zero section. As before, consider
a C∗-action on T ∗(X) acting on the cotangent fibers with character ~−1. Let
C ⊆ T ∗(X) be an equivariant cycle in T ∗(X) and let C ⊆ P(T ∗(X)⊕ 11) be
its Zariski closure. Associated with this data, we consider the Segre operator
given by

sT (C) := q∗

( [C]

cT (O(−1))

)
= q∗(

∑
j≥0

cT1 (O(1))j ∩ [C])

(as well as its non-equivariant counterpart s(C)). Here cT denotes the total
torus equivariant Chern class of a T -equivariant vector bundle. In non-
equivariant homology, the Chern classes ci, i ≥ 1 are nilpotent, therefore
this Segre operator has values in homology. In the equivariant context the
operator has values in the completion ĤT

∗ (X). With this notation, we prove
in Theorem 3.3 and Corollary 3.5 the following identity.

Theorem 1.2. Let ϕ be a T -invariant constructible function and CC(ϕ) its
characteristic cycle. Then

cT (T ∗(X)) ∩ sT (CC(ϕ)) = ShadowT (CC(ϕ)) = ĉ
T
∗ (ϕ) ∈ HT

∗ (X),

where ĉ
T
∗ (ϕ) denotes a ‘signed’ version of Ohmoto’s natural transformation;

see (13).

The second part of the paper (§§5-9) applies this formalism to the study
of CSM classes of Schubert cells in (generalized) flag manifolds X = G/B,
where G is a complex, semisimple Lie group and B is a Borel subgroup.
Let T ⊆ B be the maximal torus, and W the associated Weyl group.
Let R+ denote the set of positive roots associated to (G,B). Denote by
X(w)◦ := BwB/B the Schubert cell for the Weyl group element w ∈ W .
Further, letMw be the Verma DX -module determined by the Verma module
of highest weight −w(ρ)−ρ, where ρ is half the sum of positive roots. Denote
by Char(Mw) the characteristic cycle of the holonomic DX -module Mw;
see §8.1. This is a conic T × C∗-stable Lagrangian cycle in T ∗(X).

The relevance of the Verma module comes from the proof of the Kazhdan-
Lusztig conjectures by Brylinski-Kashiwara [BK81] and Beilinson-Bernstein
[BB81]. There it was shown that Char(Mw) is (up to a sign) equal to the
the characteristic cycle CC(11X(w)◦). The main result of the paper involves
a formula for the CSM classes in terms of the Segre operator applied to
characteristic cycle of the Verma module (Theorem 8.3):

Theorem 1.3. Let w ∈ W be an element in the Weyl group. Then the
following equality holds:

cTSM(X(w)◦) =
( ∏
α∈R+

(1 + α)
)

sT (Char(Mw)) ∈ ĤT
∗ (G/B).
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In particular, in non-equivariant homology,

cSM(X(w)◦) = s(Char(Mw)) ∈ H∗(G/B).

In the non-equivariant case the Segre class is manifestly effective, and this
implies the positivity of CSM classes. The proof of this consequence (but
not of Theorem 1.3!) is independent of other facts in the paper, and will be
given next. Let [X(w)] ∈ H∗(X) be the fundamental class of the Schubert

variety X(w) := X(w)◦. The set of fundamental classes {[X(w)]}w∈W forms
a basis of the Z-module H∗(X).

Corollary 1.4 (Positivity of CSM classes). Let w ∈ W . Then the non-
equivariant CSM class cSM(X(w)◦) is effective, i.e., in the Schubert expan-
sion

cSM(X(w)◦) =
∑
v≤w

c(v;w)[X(v)] ∈ H∗(X),

the coefficients c(v;w) are non-negative. Further, let P ⊆ G be any parabolic
subgroup. Then the CSM classes of Schubert cells in H∗(G/P ) are effective,
i.e., its coefficients in the corresponding Schubert expansion are nonnegative.

Proof. Consider first X = G/B. The characteristic cycle of the Verma
DX -module Char(Mw) in T ∗(X) is effective [HTT08, p. 60], and so is its
closure in P(T ∗(X) ⊕ 11). (The Verma module is also holonomic, and in
this case effectivity is explicit from [HTT08, p. 119], or from [Sch03, Re-
mark 6.0.4 on p. 389] in terms of perverse sheaves.) The tautological line
bundle OT ∗(X)⊕11(1) is globally generated, i.e., it is a quotient of a trivial
bundle. Indeed, OT ∗(X)⊕11(1), is a quotient of T (X)⊕11, and by homogeneity

of X, T (X) is globally generated. Then c1(OT ∗(G/B)⊕11(1))∩ [C] is effective,

for any effective cycle C [Ful84, Ex. 12.1.7 (a)]. The result follows from
Theorem 1.3. The effectivity of CSM classes in G/B implies the effectivity
in G/P by [AM16, Proposition 3.5]. �

This generalizes the positivity of CSM classes of Schubert cells for Grass-
mann manifolds, which was proved in several cases by Aluffi and Mihalcea
[AM09, Mih15], Jones [Jon10], and Stryker [Str11], and for any Schubert
cell in any Grassmann manifold by J. Huh [Huh16]. In fact, Huh proved
a stronger version of the positivity conjecture, asserting that each homo-
geneous component of the CSM class of a Schubert cell is equal to the
fundamental class of a non-empty subvariety inside the corresponding Schu-
bert variety. Huh’s proof used that Schubert varieties in Grassmann man-
ifolds can be desingularized by varieties with finitely many Borel orbits.
Unfortunately, the known desingularizations of Schubert varieties in arbi-
trary flag manifolds do not satisfy this property in general. Seung Jin Lee
[Lee18, Theorem 1.1] proved that the positivity of CSM classes for type A
flag manifolds is implied by a positivity conjecture in a certain subalgebra
of Fomin-Kirillov algebra [FK99] generated by Dunkl elements. Thus CSM
positivity can be also regarded as evidence for the Fomin-Kirillov conjecture.
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Further consequences of the positivity of CSM classes are the positivity of
certain ‘Kazhdan-Lusztig’ classes, the positivity of Chern-Mather classes for
the Schubert varieties in the minuscule Grassmannians of classical Lie type
(both discussed in §8.3), and the fact that the Segre-MacPherson classes of
Schubert cells in G/B are Schubert alternating; see Theorem 7.5.

The proof of Theorem 1.3 is based on Theorem 1.2 and two orthogonality
properties. Let Y (w)◦ = B−wB/B ⊆ G/B be the Schubert cell determined
by the opposite Borel subgroup B−. Then G/B has two transversal Whitney
stratifications: G/B =

⊔
wX(w)◦ =

⊔
w Y (w)◦. By Theorem 7.1,

(1)

〈
cTSM(X(u)◦),

cTSM(Y (v)◦)

cT (T (G/B))

〉
= δu,v.

Non-equivariantly, this was proved by Schürmann [Sch17] for complex va-
rieties with transversal Whitney stratifications; see Theorem 3.6. In an
Appendix to this paper (§10) we include an outline of that proof, includ-
ing the details required to extend it equivariantly. A similar orthogonality
holds for Maulik and Okounkov stable envelopes [MO19], and it was used
to prove (1) in an earlier arχiv version of this paper. In the language of
weight functions, equivalent statements were obtained in [RTV14, RTV15a,
RTV15b, GRTV13] for the type A flag manifolds.

The second orthogonality is derived from the fact, proved in [AM16],
that the CSM classes may be calculated recursively via Demazure-Lusztig
(DL) operators. These generate the degenerate Hecke algebra of W [LLT96,
LLT97, Gin98]; see §6. The key fact is that the classes of the adjoint DL
operators generate Poincaré dual classes, giving the following (cf. Theo-
rem 7.2):

(2) 〈cTSM(X(u)◦), cT,∨SM (Y (v)◦)〉 = δu,v
∏
α∈R+

(1 + α).

Here cT,∨SM (Y (v)◦) is a ‘signed’ version of the CSM class, where the signs of the
homogeneous components are changed according to complex codimension.
We call this the ‘Hecke orthogonality’. Combining identities (1) and (2)
yields the remarkable identity

cT,∨SM (Y (v)◦) =
∏
α∈R+

(1 + α)
cTSM(Y (v)◦)

cT (T (G/B))
.

By Theorem 1.2, the right-hand side of this identity is essentially equal to
the Segre operator sT (Char(Mw)), except that we need to change signs of
homogeneous components. Then the formula from Theorem 1.3 will follow;
see Theorem 8.3.

As further applications, observe that Theorem 1.1, applied to the indica-
tor function of the Schubert cell ϕ = 11X(w)◦ , implies that

cT,~SM(X(w)◦) = (−1)`(w)ι∗[Char(Mw)].
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The Verma characteristic cycle in the right-hand side equals Maulik and Ok-
ounkov’s stable envelope stab+(w). This is stated without proof in [MO19,
Remark 3.5.3, p. 69], and for completeness we sketch an argument in Lem-
ma 9.4. Combining the two facts one immediately obtains the following
corollary (cf. Corollary 9.5):

Corollary 1.5. Let w ∈ W . Then ι∗(stab+(w)) = (−1)dimXcT,~SM(X(w)◦)

as elements in HT×C∗
0 (X).

This equality was proved earlier by Rimányi and Varchenko [RV18, Theo-
rem 8.1 and Remark 8.2] (see also [Su17b]), using interpolation properties of
CSM classes stemming from Weber’s work [Web12] and the defining local-
ization properties of the stable envelopes; cf. §9. For a K theoretic version
of these results, see e.g., [AMSS19]. Once this is established, we use the
dictionary between CSM classes and stable envelopes to prove various re-
sults about the former, notably a localization formula (Corollary 9.8) and a
Chevalley formula (Theorem 9.10), which might be of independent interest.

1.2. Conventions and notation. We work over C. Varieties are reduced
and irreducible. Subvarieties are assumed to be closed. An irreducible cycle
is the cycle of a subvariety. We will frequently use the following notation;
we indicate here where the notation is defined.

αχ, homogenization of a homology class α by a character χ . . . . §2.3 (5)

ShadowT , equivariant shadow . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . §2.4 (9)

cTSM, equivariant Chern-Schwartz-MacPherson (CSM) class Definition 3.2

cTMa, equivariant Chern-Mather class . . . . . . . . . . . . . . . . . . . . . Definition 3.2

ĉ∗, ĉ
T
∗ , signed (Ohmoto-)MacPherson natural transformations §3.1, (13)

cT,∨SM , cT,∨Ma , dual equivariant CSM and Mather classes . . . . . . . . . §3.1, (14)

cT,~SM, cT,~,∨SM , homogenized equivariant CSM classes/dual CSM classes §8.1,
§9.2̂

Eu, signed Euler obstruction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .§3.2

~, identity character of C∗ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . §2.1
sT , equivariant Segre operator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .§2.4, (11)

sSM, sTSM, (equivariant) Segre-MacPherson class . . . . . . . . . . . . . . §3.1, (23)

X(w)◦, Schubert cell . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . §5
Y (w)◦, opposite Schubert cell . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . §5
Ti, T ∨i , Demazure–Lusztig operators . . . . . . . . . . . . . . . . . . . . . . . . . . §6.1, (30)

Mw, Verma module . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8.1

KL(w), Kazhdan-Lusztig classes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8.6

stab+(w), stable envelopes . . . . . . . . . . . . . . . . . . . . . . . . . . . . §9, Theorem 9.2
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2. Shadows and equivariant (co)homology

2.1. Equivariant (co)homology. In this paper we work in the complex al-
gebraic context and utilize H∗(X), the Borel-Moore homology group of X,
and H∗(X), the cohomology ring. The reader so inclined may use Chow
(co)homology instead: there is a homology degree doubling cycle map be-
tween the Chow and Borel-Moore groups, and our constructions are com-
patible with this map. This map is an isomorphism in some important
situations, such as the complex flag manifolds, studied later in this pa-
per. We refer to [Ful84, §19.1] and [Gin98, §2.6] for more details about
Borel-Moore homology and its relation to Chow groups. In case we speak of
(co)dimension we always assume that our spaces are pure dimensional; in ad-
dition, by (co)dimension we will mean the complex (co)dimension. Thus any
subvariety of (complex) dimension k has a fundamental class [Y ] ∈ H2k(X).
Whenever X is smooth, we can and will identify the Borel-Moore homology
and cohomology via Poincaré duality.

Let T be a torus and let X be a variety with a T -action. Then the
equivariant cohomology H∗T (X) is the ordinary cohomology of the Borel
mixing space XT := (ET × X)/T , where ET is the universal T -bundle
and T acts by t · (e, x) = (et−1, tx). It is an algebra over H∗T (pt), the
polynomial ring SymZX(T ) in the character group X(T ); see e.g., [And12,
AF23] or [Kum02, §11.3.5]. In this paper we utilize the T -equivariant version
of Borel Moore homology theory, and one may alternatively work with the
T -equivariant Chow groups. The two theories are related by an equivariant
cycle map. The space ET ' (C∞ \ 0)rank T is infinite dimensional, and the
latter theories utilize finite dimensional approximations U ' (CN\0)rank T ⊂
ET , giving approximations U ×T X of the mixing space XT ; see [EG98].1

Every k-dimensional subvariety Y ⊆ X that is stable under the T action
determines an equivariant fundamental class [Y ]T in HT

2k(X). As in the

non-equivariant case, whenever X is smooth, we will identify HT
∗ (X) and

1In general, the algebraic approximation (U ×X)/T of the Borel mixing space XT is
only a separated algebraic space, but if X is a quasi-projective scheme, then (U ×X)/T
is again quasi projective; see [Ohm06, §2.2] or [Ohm12].
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H∗T (X). In particular, when X = pt, the identification sends a ∈ H∗T (pt)
to a ∩ [pt]T . We address the reader to [And12, AF23, Knu], or [Ohm06] for
basic facts on equivariant cohomology and homology. Equivariant vector

bundles have equivariant Chern classes cTj (−) ∈ H2j
T (X), such that cTj (E)∩−

is an operator HT
i (X) → HT

i−2j(X); see [And12, §1.3], [EG98, §2.4]. In

terms of the Borel construction, cTj (E) corresponds to cj(ET ) ∈ H2j(XT )

for the vector bundle ET → XT . Then the above identification H∗T (pt) ∼=
SymZX(T ) is induced by the isomorphism X(T ) ∼= H2

T (pt), which associates
to a character χ ∈ X(T ) the first equivariant Chern class cT1 (Cχ) ∈ H2

T (pt)
of the T -module Cχ given by the dilation on C with character χ (regarded
as an equivariant line bundle over a point).

Let π : E → X be a vector bundle of rank e + 1 on X. We consider
the action of C∗ on E by fiberwise dilation with character χ, and denote by
Eχ the vector bundle E endowed with this C∗-action. Equivalently, Eχ ∼=
E ⊗Cχ, where C∗ acts trivially on E and X and via χ on Cχ. The natural
projection π : Eχ → X is equivariant, where C∗ acts trivially on X. We may
take EC∗ = C∞ \ 0; since the action of C∗ on X is trivial, the Borel mixing
space XC∗ is isomorphic to BC∗×X = P∞×X. Here and in the following, we
will denote by P∞ any approximation PN with N � 0 sufficiently large; see
e.g., [And12, §1.2]. We will give the results in the ordinary and equivariant
Borel-Moore homology groups. Since XC∗ ∼= P∞ ×X,

HC∗
∗ (XC∗) ∼= H∗(X)[~] ,

where ~ := c1(OP∞(−1)) ∈ H2(P∞) = H2
C∗(pt) corresponds to the equivari-

ant first Chern class ~ := cC
∗

1 (Cχ1) ∈ H2
C∗(pt) of the C∗-module Cχ1 with

χ1 the character z 7→ z1. Next, denote by

ρ : XC∗ = P∞ ×X // X

the projection. If χ is the character χa given by z 7→ za, a standard compu-
tation shows that the mixing space EχC∗ , along with the natural projection
to XC∗ , is isomorphic to the vector bundle πχ : ρ∗E⊗OP∞(−a)→ XC∗ . We
have the diagram

(3)

EχC∗ = ρ∗E ⊗ OP∞(−a)

πχ

��

Eχ

π

��
XC∗ = P∞ ×X

ρ // X

Lemma 2.1. The projection π induces by flat pull-back a codimension-
preserving isomorphism π∗ : HC∗

∗ (X)
∼−→ HC∗

∗ (Eχ).
The embedding ι : X → E of the zero section induces a codimension-

preserving isomorphism

ι∗ : HC∗
∗ (Eχ)

∼ // HC∗
∗ (X) ∼= H∗(X)[~] ,

satisfying ι∗ = (π∗)−1.
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Proof. This follows from [Ful84, Theorem 3.3(a)] applied to the projection
πχ : EχC∗ → XC∗ . �

2.2. Shadows: definition and basic properties. Let π : E → X be
a vector bundle of rank e + 1 on a variety X, and consider the projective
bundle of lines q : P(E)→ X. Let ζ = c1(OE(1)). Then H∗(P(E)) is a direct
sum of e + 1 copies of H∗(X): every class α of codimension k in H∗(P(E))
may be written as

(4) α =
e∑
j=0

ζjq∗(αk−j)

for uniquely defined classes αk−j of codimension k− j in H∗(X) (cf. [Ful84,
Theorem 3.3(b)]). In fact, we have the relation

ζe+1 + ζeq∗c1(E) + · · ·+ ζq∗ce(E) + q∗ce+1(E) = 0

in H∗(P(E)) ([Ful84, Remark 3.2.4]).
Following [Alu04], we call the (non-homogeneous) class

ShadowE(α) := αk−e + αk−e+1 + · · ·+ αk ∈ H∗(X)

the shadow of α in X. By (4), a homogeneous class α ∈ H∗(P(E)) may
be reconstructed from its shadow and its codimension k. We will omit the
subscript E from the notation if the ambient projective bundle is understood
from the context. The following lemma is useful in relating shadows of
classes in different projective bundles, with c(−)∩ the total Chern class
operator.

Lemma 2.2. For a class α in H∗(P(E)) the following hold in H∗(X).

(i) The shadow ShadowE(α) equals

c(E) ∩ q∗(c(OE(−1))−1 ∩ α) = c(E) ∩ q∗
∑
j≥0

c1(OE(1))j ∩ α ;

(ii) If F is a subbundle of E, and α ∈ H∗(P(F )) ↪→ H∗(P(E)), then

ShadowE(α) = c(E/F ) ∩ ShadowF (α) ;

(iii) If ShadowE(α) =
∑e

j=0 α
k−j, and L is a line bundle on X, then

ShadowE⊗L(α) =

e∑
j=0

c(L)j ∩ αk−j ;

(iv) Further, let E → F be a surjection of bundles, with kernel K, and
let CE be a cycle in P(E) disjoint from P(K). Let CF be the cycle
in P(F ) obtained by pushing forward CE. Then

ShadowE([CE ]) = c(K) ∩ ShadowF ([CF ]) .
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Proof. Part (i) is [Alu04, Lemma 4.2]. Part (ii) follows immediately from (i).
Part (iii) is a straightforward computation, which we leave to the reader.
For part (iv), let q : P(F ) → X be the projection. The given surjection
E → F induces a rational map P(E) 99K P(F ), which is resolved by blowing

up along P(K); let ν : P̃ → P(E) be this blow-up, and let ν : P̃ → P(F ) be
the induced morphism:

P̃
ν
||

ν
""

P(E) //

q ##

P(F )

q{{
X

Since CE is disjoint from P(K) and ν is an isomorphism over P(E)rP(K),

the cycle CE determines a cycle C̃E in P̃, disjoint from the exceptional

divisor, such that [CE ] = ν∗[C̃E ] and [CF ] = ν∗[C̃E ]. By part (i) and the
projection formula,

ShadowE([CE ]) = c(E) ∩ q∗ν∗(c(ν∗OE(−1))−1 ∩ [C̃E ]) .

Now note that ν∗OE(−1) and ν∗OF (−1) differ by a term supported on the

exceptional divisor in P̃, hence they agree on C̃E . Therefore

ShadowE([CE ]) = c(E) ∩ q∗ν∗(c(ν
∗OF (−1))−1 ∩ [C̃E ])

= c(E) ∩ q∗(c(OF (−1))−1 ∩ [CF ])

= c(K) ∩ ShadowF ([CF ])

again by the projection formula and part (i). �

The formula in part (i) may be expressed concisely in terms of a ‘Segre
class operator’, which we will introduce (in the equivariant setting) in §2.4.

Shadows are compatible with the operation of taking a cone. More pre-
cisely, let 11 denote the trivial rank-1 line bundle on X, and consider the
projective completion P(E ⊕ 11); E may be identified with the complement
of P(E ⊕ 0) in P(E ⊕ 11). Consider a C∗-action on E by fiberwise dilation,
and the trivial C∗-action on 11. This induces a C∗-action on P(E ⊕ 11) such
that the inclusion E ⊆ P(E ⊕ 11) is C∗-equivariant, and the trivial action
on P(E) = P(E ⊕ 0). A class α in H∗(P(E)) determines a C∗-stable class
C(α) in H∗(P(E ⊕ 11)), obtained by taking the cone with vertex along the
zero-section X = P(0⊕ 11).

Lemma 2.3. ShadowE(α) = ShadowE⊕11(C(α)).

Proof. This follows from Lemma 2.2 (i). Indeed c(E ⊕ 11) = c(E), and
P(E) ∼= P(E ⊕ 0) represents c1(OE⊕11(1)), so that∑

j≥1
c1(OE⊕11(1))j ∩ C(α) =

∑
j≥0

c1(OE(1))j ∩ α;
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(the remaining term vanishes in the push-forward for dimensional reasons).
�

Remark 2.4. Not all C∗-stable classes in H∗(P(E ⊕ 11)) are obtained from
classes in H∗(P(E)) as in Lemma 2.3. For instance, the class of the zero
section X = P(0 ⊕ 11) is C∗-fixed and not of this form. For any subvariety
V ⊆ X = P(0⊕ 11) ⊆ P(E ⊕ 11),

ShadowE⊕11([V ]) = c(E) ∩ [V ]

by Lemma 2.2 (i), since OE⊕11(−1) is trivial along the zero-section. y

Denote by i : E → P(E ⊕ 11) the embedding of E as the complement of
P(E ⊕ 0), and by q : P(E ⊕ 11)→ X the projection.

Lemma 2.5. If α ∈ H∗(P(E ⊕ 11)) has codimension k, then i∗(α) = π∗(αk)
where αk is the component of ShadowE⊕11(α) of codimension k.

Proof. Indeed, α =
∑e+1

j=0 η
jq∗(αk−j), where Shadow(α) =

∑e+1
j=0 α

j and

η = c1(OE⊕11(1)). Since P(E ⊕ 0) represents η and is disjoint from E,
i∗(η) = 0. Therefore i∗(α) = i∗q∗(αk) = π∗(αk) as stated. �

2.3. Homogenization of shadows and C∗-equivariant homology. Con-

sider a class α =
∑`

j=0 α
j ∈ H∗(X), where αj denotes the homogeneous

component of α of codimension j in X. The choice of a codimension k ≥ `
and of a character χ of C∗ determine the homogeneous class

(5) αχ :=
∑̀
j=0

χk−jαj ∈ HC∗
2(dimX−k)(X);

as usual we identify the character χ = χa given by z 7→ za with its equi-
variant first Chern class cC

∗
1 (Cχ) = a~ ∈ H2

C∗(pt). We will call αχ the
‘(χ-)homogenization’ of degree k of α; the fixed codimension k will often be
clear from the context. We will use the additive notation for characters in
the context of homogenizations, and the multiplicative notation in the con-

text of group actions. For instance, α−~ =
∑`

j=0(−~)k−jαj is determined

by the character ~−1 given by z 7→ z−1.

Example 2.6. A key example is given by the homogenization of the total
Chern class of the bundle Eχ. If x1, . . . , xe+1 are the (non-equivariant)
Chern roots of E then the (C∗-equivariant) Chern roots of Eχ ∼= E⊗Cχ are
x1 + χ, . . . , xe+1 + χ. It follows that for every subvariety V ⊆ X,

(6) cC
∗

e+1(E
χ) ∩ [V ]C∗ = (c(E) ∩ [V ])χ ∈ HC∗

2(dimV−(e+1))(X)

(note that [V ] may be identified with [V ]C∗ since the C∗-action on X is
trivial). I.e., the homogenization of the total Chern class of E is naturally
a top equivariant Chern class. y
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Now let C be a C∗-stable cycle of codimension k in E = Eχ. Viewing E
as an open subset of P(E⊕ 11) as above, the closure of C is a codimension-k
cycle C in P(E ⊕ 11). The next result compares the class [C]C∗ of C in the
equivariant Borel-Moore homology group HC∗

∗ (Eχ) and the class [C] in the
ordinary Borel-Moore homology group H∗(P(E ⊕ 11)).

Proposition 2.7. Let C be a C∗-stable cycle of codimension k in Eχ, as

above. Then [C]C∗ ∈ HC∗
∗ (Eχ)

ι∗∼= H∗(X)[~] is the χ-homogenization of
degree k of the shadow of [C]:

ι∗([C]C∗) = (Shadow([C]))χ .

Remark 2.8. In particular, this shows that equivariant fundamental classes
of subvarieties of a vector bundle Eχ of rank e+ 1 are of the form

αk + χπ∗(αk−1) + · · ·+ χe+1π∗(αk−e−1)

i.e., combinations of powers χj =
(
cC
∗

1 (Cχ)
)j

with 0 ≤ j ≤ rkE. In other
words, among all equivariant classes, Proposition 2.7 distinguishes the fun-
damental classes of fixed codimension equivariant subvarieties in E as those
classes determined by no more than rkE+1 homogeneous classes in H∗(X),
a quantity independent of dimX. It will in fact follow from the proof that
if such a subvariety is not supported within the zero section of E, then
αk−e−1 = 0 (cf. (8)). y

Proof of Proposition 2.7. By linearity we may assume that C is the cycle of
a C∗-stable subvariety V of E. First assume that the subvariety is contained
in the zero-section, so that C = ι∗([V ]) for a subvariety V of X. By the
(equivariant) self-intersection formula,

ι∗([C]C∗) = ι∗(ι∗[V ]C∗) = cC
∗

e+1(E
χ) ∩ [V ]C∗ = (c(E) ∩ [V ])χ,

where the last equality follows from (6). ([V ]C∗ may be identified with [V ]
since the C∗-action on X is trivial.) On the other hand, C = C is also the
push-forward of V to the zero-section X = P(0 ⊕ 11) ⊆ P(E ⊕ 11). As in
Remark 2.4, we deduce that

Shadow([C]) = c(E ⊕ 11) ∩ [V ] = c(E) ∩ [V ]

from which the claim follows.
Next, assume V is not supported on the zero-section of E and has codi-

mension k. Since V is C∗-stable, V determines and is determined by a
subvariety P(V ) of P(E); in this case, V ⊆ P(E ⊕ 11) is the cone over P(V )
with vertex along P(0 ⊕ 11). Let ShadowE(P(V )) =

∑e
j=0 α

k−j , with αk−j

of codimension (k− j). By Lemma 2.3 this is also the shadow of V , so that

(7) (ShadowE⊕11([V ]))χ =
e∑
j=0

χjαk−j
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in HC∗
2(dimX−k)(X). Denote by iχ : Eχ → P(Eχ ⊕ 11) the open embedding

with complement P(Eχ ⊕ 0). This is a flat C∗-equivariant map, therefore
[V ]C∗ = (iχ)∗[V ]C∗ . We calculate (iχ)∗[V ]C∗ using mixing spaces.

We will let χ be the character z 7→ za and use notation as in diagram (3):

EχC∗ = ρ∗E ⊗ OP∞(−a)
πχ // P∞ ×X

ρ // X .

We denote mixing spaces by the subscript C∗. By definition, [V ]C∗ = [V C∗ ]
under the identification HC∗

∗ (P(Eχ ⊕ 11)) = H∗(P(EχC∗ ⊕ 11).

The mixing space V C∗ is a cone over P(VC∗). By Lemma 2.5, applied to
the open embedding EχC∗ → P(EχC∗ ⊕ 11), and Lemma 2.3,

(iχ)∗[V C∗ ] = codimension-k component of (πχ)∗(ShadowEχC∗⊕11
([V C∗)])

= codimension-k component of (πχ)∗(ShadowEχC∗
([P(VC∗)]) .

There is a canonical isomorphism

P(EχC∗) = P(ρ∗(E)⊗ OP∞(−a)) ∼= P(ρ∗(E)) = P∞ × P(E),

under which P(VC∗) ⊆ P(EχC∗) is identified with P∞×P(V ) ⊆ P(ρ∗(E)). We
have

Shadowρ∗(E)([P∞ × P(V )]) =

e∑
j=0

ρ∗(αk−j) ,

therefore, as EχC∗ = ρ∗E ⊗ OP∞(−a),

ShadowEχC∗
([P(VC∗)]) =

e∑
j=0

c(O(−a))j ∩ ρ∗(αk−j)

by Lemma 2.2 (iii). Extracting the codimension k component of this class,
we obtain

(iχ)∗[V C∗ ] = (πχ)∗

 e∑
j=0

c1(O(−a))j ∩ ρ∗(αk−j)

 ∈ H∗(EχC∗) .
Pulling back via the zero-section ι, and viewing the result in the equivariant
homology group, we deduce

(8) ι∗([V ]C∗) =

e∑
j=0

χjαk−j ∈ HC∗
∗ (X) ,

hence by (7)

ι∗([V ]C∗) = (ShadowE⊕11([V ]))χ

as needed. �
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2.4. Equivariant shadows. If X is endowed with the action of a torus T ,
and π : E → X is a T -equivariant vector bundle on X, then shadows of
equivariant classes in HT

∗ (P(E)) may be defined in HT
∗ (X). Explicitly, a T -

stable cycle C ⊆ E determines a T -stable cycle C in the T -variety P(E⊕11),
where T acts trivially on 11. Using the induced cycle CT in P(ET ⊕ 11), we
let

(9) ShadowT (C) := Shadow(ET⊕11)([CT ]);

this class lives in the (ordinary) homology of the mixing space XT , and
is therefore naturally an element of HT

∗ (X). Then Lemma 2.2, Lemma 2.3,
Remark 2.4 and Lemma 2.5 extend T -equivariantly, using equivariant classes
throughout, as well as the key fact that

cT1 (OE⊕11(1)) ∩ [P(E ⊕ 11)]T = [P(E)]T ∈ HT
∗ (P(E)).

This follows because (E⊕11)T = ET ⊕11, since T acts trivially on the line 11.
For further use, we record the equivariant version of Lemma 2.2 (i), in

the way we use it below. For a T -stable cycle C in E,

(10) ShadowT (C) = cT (E) ∩ sT (C) .

Here, sT (−) is an ‘equivariant Segre class’ operator, defined as follows: as
above, the cycle C determines a T -stable cycle C in P(E ⊕ 11), and

(11) sT (C) := q∗(c
T (OE⊕11(−1))−1 ∩ [C]) =

∑
i≥0

q∗(c
T
1 (OE⊕11(1))i ∩ [C]) ,

where q : P(E ⊕ 11)→ X is the projection. In the non-equivariant case, the
Chern classes are nilpotent, therefore the operator is well defined. Equivari-
antly, this operator has values in the completion ĤT

∗ (X) :=
∏
i≤dimX H

T
2i(X)

of HT
∗ (X). The Segre operator will be key in §8.2, where X = G/B is a flag

manifold. We refer to [Ful84, Chapter 4] and [KT96] for detailed information
on Segre classes and operators in ordinary Chow groups.

If in addition X is also endowed with a trivial C∗ action, the defini-
tion given in (5) generalizes to give the homogenization of an equivariant

(non-homogenous) class: for α =
∑`

j=0 α
j ∈ HT

∗ (X), with αj of codi-

mension j, and the choice of (a codimension) k ≥ `, the homogenization

αχ =
∑`

j=0 χ
k−jαj is a class in HT×C∗

2(dimX−k)(X). If as above E = Eχ is

given a C∗-action by fiberwise dilation with character χ, then the natural
projection π : E → X, and the zero section ι : X → E are both T × C∗-
equivariant, every T -stable cone C ⊆ E is also T × C∗ stable, and since
C∗ acts trivially on X, HT×C∗

∗ (X) ∼= HT
∗ (X)[~]. The analogue of Proposi-

tion 2.7 is:

Proposition 2.9. Let C∗ act on fiber of E by dilation with character χ.
Then for any T -stable cone C ⊆ E of codimension k,

ShadowT (C)χ = ι∗([C]T×C∗) ,

where the left-hand side is the χ homogenization of degree k.
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Proof. Apply Proposition 2.7 to the mixing space XT . �

3. Equivariant Chern-Schwartz-MacPherson classes

3.1. Preliminaries. Let X be a scheme with a torus T action. The group
of constructible functions F(X) consists of functions ϕ =

∑
W cW 11W , where

the sum is over a finite set of constructible subsets W ⊆ X and cW ∈ Z are
integers. A group FT (X) of equivariant constructible functions (for tori and
for more general groups) is defined by Ohmoto in [Ohm06, §2]. We recall
the main properties that we need:

(1) If W ⊆ X is a constructible set which is stable under the T -action,
its characteristic function 11W is an element of FT (X). We will
denote by FTinv(X) the subgroup of FT (X) consisting of T -invariant
constructible functions on X. (The group FT (X) also contains other
elements, but this will be immaterial for us.)

(2) Every proper T -equivariant morphism f : Y → X of algebraic vari-
eties induces a homomorphism fT∗ : FT (Y )→ FT (X) defined by

(12) fT∗ (11W )(x) = χ(f−1(x) ∩W )

for x ∈ X and W ⊆ Y a T -stable subvariety; here χ denotes the
topological Euler characteristic. The restriction of fT∗ to FTinv(X) co-
incides with the ordinary push-forward f∗ of constructible functions;
cf. [Ohm06, §2.6].

Remark 3.1. We recall that for complex algebraic varieties, the topological
Euler characteristic agrees with the Euler characteristic with compact sup-
port (see e.g., [Ful93, p. 95, p. 141]) and it therefore satisfies additivity on
disjoint unions of locally closed varieties. Every constructible set Z can be
partitioned into a finite disjoint union of locally closed subvarieties Vi and
one can define χ(Z) :=

∑
i χ(Vi); this is well-defined since any two partitions

have a common refinement. If Z1 and Z2 are constructible sets, then there
is a partition of Z1 ∪Z2 into locally closed subvarieties extending partitions
of Z1, Z2, and Z1 ∩ Z2, and it follows that

χ(Z1 ∪ Z2) = χ(Z1) + χ(Z2)− χ(Z1 ∩ Z2) ,

that is, the Euler characteristic of constructible functions satisfies inclusion-
exclusion.

In other words, the Euler characteristic defines a group homomorphism
χ(X;−) from the group of constructible functions of a variety X to Z. For
instance, (12) holds for any T -stable constructible subset W of Y .

This group homomorphism χ(X;−) : F(X)→ Z = F(pt) can also be seen
as the special case for Y = pt of the push-forward f! = f∗ : F(X) → F(Y )
for a morphism f : X → Y of complex algebraic varieties, induced from the
corresponding transformations f!, f∗ of the Grothendieck groups K0(D

b
c(−))

of (algebraically) constructible sheaf complexes (of vector spaces) coming
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from the derived functors Rf!, Rf∗. Here one uses the group epimorphism

χstalk : K0(D
b
c(−))→ F(−)

given by the stalkwise Euler characteristic as in [Sch03, Section 2.3, Sec-
tion 6.0.6]. Then the equality f! = f∗ : K0(D

b
c(X))→ K0(D

b
c(Y )) from [Sch03,

Equation (6.41), p. 413] for a morphism f : X → Y implies the correspond-
ing equality f! = f∗ : F(X)→ F(Y ) for constructible functions (see [Sch03,
Equation (6.42), p. 413]). y

Ohmoto proves [Ohm06, Theorem 1.1] that there is an equivariant version
of MacPherson’s transformation cT∗ : FT (X) → HT

2∗(X) (the image is in
even homology degrees) that satisfies cT∗ (11X) = cT (TX)∩ [X]T if X is a non-
singular variety, and that is functorial with respect to proper push-forwards.
The last statement means that for all proper T -equivariant morphisms f :
Y → X the following diagram commutes:

FT (Y )
cT∗ //

fT∗
��

HT
∗ (Y )

fT∗
��

FT (X)
cT∗ // HT

∗ (X)

While in our main application X will be a projective (flag) variety, we note
that cT∗ may be defined for quasi-projective schemes, or, more generally, for
separated algebraic spaces [Ohm06, Ohm12].

Definition 3.2. Let Z be a T -stable constructible subset of X. We denote
by cTSM(Z) := cT∗ (11Z) ∈ HT

∗ (X) the equivariant Chern-Schwartz-MacPherson
(CSM) class, and for Z a T -stable algebraic subvariety of X by cTMa(Z) :=
cT∗ (EuZ) ∈ HT

∗ (X) the equivariant Chern-Mather class of Z. y

Here, EuZ is MacPherson’s local Euler obstruction. This is a constructible
function, equal to 1 at non-singular points of Z. It may be defined using
transcendental methods in analytic topology ([Mac74, §3]) as well as alge-
braically ([Ful84, Example 4.2.9]). Both CSM and Chern-Mather classes
depend on the chosen ambient space X. However, if Z is the closure of Z
in X, then the inclusion Z ⊆ X is proper, and one may view these classes
as (non-homogenous) elements of HT

∗ (Z); the corresponding classes in any
T -stable subvariety W of X containing Z may be obtained by pushing-
forward these classes (by the functoriality of cT∗ ). We will often omit the
dependence of the ambient space, when this space is clear from the context.
Both cTSM(Z) and cTMa(Z) equal [Z]T+ lower dimensional terms, and both
classes agree with cT (TZ)∩[Z]T if Z ⊆ X is a nonsingular subvariety (which
is closed by our conventions). In [Ohm06, §4.3] Ohmoto gives an explicit
geometric construction of the equivariant Chern-Mather class.

It will be useful to consider ‘signed’ versions ĉ∗, ĉ
T
∗ of MacPherson’s and

Ohmoto’s natural transformations. These are defined by changing the sign
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of components of odd (complex) dimension. Thus for every constructible
function ϕ on X we set

ĉ∗(ϕ) =
∑
k≥0

ĉ∗(ϕ)k :=
∑
k≥0

(−1)kc∗(ϕ)k,

where c∗(ϕ)k ∈ H2k(X) is the component of complex dimension k, and
similarly for all invariant ϕ we define

(13) ĉ
T
∗ (ϕ) =

∑
k≥0

ĉ
T
∗ (ϕ)k :=

∑
k≥0

(−1)kcT∗ (ϕ)k.

Note that cT∗ (ϕ)k = 0 for k < 0 by [Ohm06, §4.1]. Also,∫
X
cT (ϕ)0 = χ(X;ϕ) for X compact and ϕ ∈ FTinv(X)

by functoriality of cT∗ and Z-linearity [Ohm06, p. 127]. Here χ(X;ϕ) is the
Euler characteristic weighted by ϕ, induced from the Euler characteristic of
constructible sets, cf. Remark 3.1.

In the non-equivariant setting, this signed Chern class transformation
appears implicitly in e.g., work of Sabbah [Sab85] and Schürmann [Sch05]
(see also [Ken90, PP01, Sch05, Sch17]) where MacPherson’s transformation
is constructed via Lagrangian cycles in the cotangent bundle of X. The
equivariant version of this construction is discussed below in §3.2. ‘Dual’
CSM and Chern-Mather classes are defined by setting, for a subvariety Z ⊆
X,

(14) cT,∨SM (Z) := (−1)dimZ ĉ
T
∗ (11Z) , cT,∨Ma (Z) := (−1)dimZ ĉ

T
∗ (EuZ) .

The sign is introduced so that if Z is T -stable, irreducible, and nonsingular,
then both classes agree with the equivariant Chern class of the cotangent
bundle of Z, cT (T ∗(Z)) ∩ [Z]T . For complete flag manifolds, a geometric
interpretation of dual CSM classes in terms of Poincaré duality will be given
in §7.

3.2. CSM classes, shadows of characteristic cycles, and an inter-
section formula. In this section we recall a construction of MacPherson’s
natural transformation by means of characteristic cycles, and extend this
construction to the equivariant setting. In the non-equivariant case this con-
struction appears in (among others) [Sab85, Ken90, PP01, Alu04, Sch17].
Our main result is Theorem 3.3, which realizes this construction in terms
of equivariant shadows. This also gives a Lagrangian approach to Ohmoto’s
construction of the equivariant MacPherson’s transformation [Ohm06].

In addition, we record in Theorem 3.6 certain equivariant intersection
formulae for MacPherson’s transformation, generalizing the non-equivariant
statements proved in [Sch17]. These will be needed in the proof of ‘geometric
orthogonality’ for flag manifolds in §7.1. The details required to extend the
proofs from [Sch17] to the equivariant setting are given in the Appendix.
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In this section X will denote a smooth (complex) algebraic variety with
an action of a torus T . As before, we state our results in equivariant Borel-
Moore homology; mutatis mutandis, they hold in the Chow group. The
construction is illustrated in the following diagram (cf. [Sch17, §3]); the
notation is explained next.

(15)

FTinv(X) ZT∗ (X)∼
Êuoo

ocn

��

cT,∨Ma // HT
2∗(X)

FTinv(X) ∼
CC // LT (X)

ShadowT // HT
2∗(X)

Here ZT∗ (X) denotes the group of T -stable cycles in X, while LT (X) de-
notes the additive group of T -stable conic Lagrangian cycles in the cotangent
bundle T ∗(X) of X. (This is a T -equivariant bundle, where the T -action
is induced from the T -action on X.) The elements of LT (X) are Z-linear
combinations of conormal cycles T ∗ZX := T ∗ZregX ⊆ T ∗(X), where Z ⊆ X is
a T -stable subvariety and Zreg is the smooth part of Z.

The top maps are the ‘signed’ local Euler obstruction, defined on subva-

rieties Z by ÊuZ := (−1)dimZ EuZ and extended to cycles by linearity, and

the dual equivariant Chern-Mather class cT,∨Ma , defined as in (14) on T -stable
varieties and extended by linearity to T -stable cycles. The homomorphism

Êu is an isomorphism, and the composition

cT,∨Ma ◦ Êu
−1

= ĉ
T
∗

is the signed equivariant MacPherson transformation. (Cf. [Ohm06, Propo-
sition 4.3]. Ohmoto works with non-signed classes, but the signed versions
are convenient for us as they come up naturally in the context of character-
istic cycles in the cotangent bundle T ∗(X).) The map cn : ZT∗ (X)→ LT (X)
takes an irreducible cycle Z to its conormal cycle T ∗ZX. This map is a group
isomorphism; see e.g., [Ken90, Lemma 3] or [HTT08, Theorem E.3.6]. By
composition we obtain an induced ‘characteristic cycle’ map CC : FTinv(X)→
LT (X) determined on irreducible T -stable cycles Z by

(16) CC(ÊuZ) = T ∗ZX

(see [PP01, (11), page 67]). Since both maps cn, Êu are isomorphisms,
the characteristic cycle map CC is a group isomorphism as well. For a
constructible function ϕ, the image CC(ϕ) is a conic Lagrangian cycle in
T ∗(X) called the characteristic cycle of ϕ; this cycle is clearly T -stable if
ϕ ∈ FTinv(X).

The map ShadowT : LT (X)→ HT
2∗(X) in the diagram is the ‘equivariant

shadow’ operation defined in §2.4, see (9).
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Theorem 3.3. Diagram (15) commutes, i.e.,

ShadowT (CC(ϕ)) = ĉ
T
∗ (ϕ)

for every invariant constructible function ϕ.

By linearity and the construction of CC, this statement is equivalent to
the assertion that

cT,∨Ma (Z) = ShadowT (T ∗ZX)

for all T -stable subvarieties Z of X. In particular, for Z = X we recover by
(the equivariant version of) Remark 2.4 the normalization

cT,∨Ma (X) = ShadowT (T ∗XX) = cT (T ∗(X)) ∩ [X]T .

Theorem 3.3 also shows that the map ShadowT coincides with a map
defined by Ginzburg in [Gin86, §A.3], using C∗-equivariant K-theory on
T ∗(X). In this respect, Theorem 3.3 can be regarded as an alternative to
Ginzburg’s construction; see also Proposition 2.9.

The non-equivariant version of Theorem 3.3 is [Alu04, Lemma 4.3]; this
is essentially a reformulation of [PP01, (12), page 67], which in turn is
based on a calculation of Sabbah [Sab85]. For another approach to this
non-equivariant version of Theorem 3.3 see also [Sch05]. In the present
context, the connection between shadows and these formulae is given by
Equation (10) in §2.4, applied to the case when C ∈ LT (X).

Remark 3.4. As mentioned in the introduction, a reader who is not famil-
iar with Ohmoto’s paper [Ohm06] (or with Ginzburg’s [Gin86, Appendix] in
the non-equivariant case) can take Theorem 3.3, or its reformulations Corol-
lary 3.5 and Theorem 4.2, as the starting point for a definition of the equi-
variant Chern class transformation cT∗ . In future work we will explore fur-
ther functoriality properties of characteristic cycles in the equivariant con-
text, aiming to prove directly the functoriality properties for the formulae
in Corollary 3.5 and Theorem 4.2 (as already done in the Appendix §10 for
a non-characteristic pullback result).

Proof of Theorem 3.3. Let U denote an approximation space to ET (see
[EG98], [Ohm06]), and denote by u the projection U ×T X → U/T ; this is a
locally trivial fibration, with fibers isomorphic to X. We have the following
cartesian diagram of T -equivariant maps, with pr the projection and q, q′

the quotient maps:

U ×T X
u // U/T

U ×X pr
//

q′

OO

U .

q

OO

The relative cotangent bundle T ∗u = U ×T T ∗(X) is the U -approximation
of the bundle T ∗(X)T . Every invariant constructible function ϕ on X de-
termines a constructible function on U ×T X, agreeing with ϕ on the fibers
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of u; we denote this function by ϕU . It is uniquely characterized by the
requirement that

q′∗(ϕU ) = pr′∗(ϕ) ∈ FTinv(U ×X) ,

with pr′ : U×X → X the other projection. Ohmoto defines cT∗ (ϕ) as follows:

(17) cT∗ (ϕ) := lim−→
U

c(T (U)×T X)−1 ∩ c∗(ϕU ) ,

([Ohm06, p. 122 and Definition 3.2]). The (dual of the) exact sequence
of differentials for q pulls back to an exact sequence of equivariant vector
bundles on U ×X:

0 // (Tq)×X // T (U)×X // q∗T (U/T )×X // 0

inducing the exact sequence

0 // (Tq)×T X // T (U)×T X // u∗(T (U/T )) // 0

on U ×T X. Now, Tq ∼= U × t with the adjoint action of T on its Lie algebra
t (see [EG05, Lemma A.1, p. 580] or [MS15, pp. 2218-2219]). In our case
the adjoint action of the torus T on t is trivial, since T is abelian, so that
the bundle (Tq) ×T X is trivial. Therefore, the bundle T (U) ×T X is an
extension of u∗(T (U/T )) by a trivial bundle, and we can rewrite Ohmoto’s
definition (17) as

(18) cT∗ (ϕ) = lim−→
U

u∗c(T (U/T ))−1 ∩ c∗(ϕU ) .

Elements of HT
2k(X) are limits of classes in complex codimension dimX − k

in U ×T X, i.e., of dimension k + dim(U/T ), therefore (18) gives

ĉ
T
∗ (ϕ) := lim−→

U

u∗c(T ∗(U/T ))−1 ∩ (−1)dimU/T ĉ∗(ϕU ) .

By [Alu04, Lemma 4.3],

ĉ∗(ϕU ) = ShadowT ∗(U×TX)⊕11(CC(ϕU ))

in H∗(U ×T X). In order to complete the proof we have to show that

(−1)dimU/T lim−→
U

u∗c(T ∗(U/T ))−1 ShadowT ∗(U×TX)⊕11(CC(ϕU ))

= ShadowT (CC(ϕ))

for all T -invariant constructible functions ϕ. By linearity, we may assume

ϕ = ÊuZ for a T -invariant subvariety Z of X, so that (−1)dimU/TϕU =

ÊuU×TZ . Then CC(ϕ) = T ∗ZX and (−1)dimU/T CC(ϕU ) = T ∗U×TZ(U×T X).

By definition (see (9)),

(19) ShadowT (T ∗ZX) = Shadow(T ∗X)T⊕11((T
∗
ZX)T ),

where (T ∗ZX)T is the closure in P(T ∗(X)T ⊕ 11) of the cycle (T ∗ZX)T deter-
mined by T ∗ZX in the bundle T ∗(X)T over the mixing space. As recalled
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above, the U -approximation of this bundle is the relative cotangent bundle
T ∗u = U ×T T ∗(X), and the U -approximation of (T ∗ZX)T is U ×T T ∗ZX. We
rewrite (19) as

ShadowT (T ∗ZX) = lim−→
U

ShadowT ∗u⊕11(U ×T T ∗ZX),

and what is left to prove is the following identity of classes in H∗(U ×T X):

(20) ShadowT ∗(U×TX)⊕11(T
∗
U×TZ(U ×T X))

= u∗c(T ∗(U/T )) ∩ ShadowT ∗u⊕11(U ×T T ∗ZX).

If Z = X, then the conormal cycle T ∗XX is the zero-section of T ∗(X), and
the cycles T ∗U×TX(U×T X), U×T T ∗XX are the zero-sections of T ∗(U×T X),

T ∗u, respectively. In this case, (20) amounts to

c(T ∗(U ×T X)) ∩ [U ×T X] = u∗c(T ∗(U/T )) c(T ∗u) ∩ [U ×T X]

(Remark 2.4), which follows from the Whitney formula and the exact se-
quence of differentials for u:

(21) 0 // u∗T ∗(U/T ) // T ∗(U ×T X) // T ∗u // 0 .

Therefore, we may assume that Z 6= X. We claim that T ∗U×TZ(U ×T X)

only meets u∗T ∗(U/T ) in the zero-section.
Indeed, the smooth map q′ : U×X → U×TX induces a closed embedding

t : q′∗T ∗(U ×T X) �
� // T ∗(U ×X) = T ∗(U)⊕ T ∗(X)

of bundles over U ×X. Via this embedding, q′∗u∗T ∗(U/T ) is mapped to a
subbundle of T ∗(U)⊕ 0, while

t(q′∗(T ∗U×TZ(U ×T X)) = 0⊕ T ∗ZX,

as may be verified by chasing the pull-back via q′ of the exact sequence (21).
(This equality is also a special case of Theorem 10.1, utilizing that q′ is
non-characteristic with respect to any closed cone in T ∗(U ×T X), because
q′ is smooth.) The claim follows. From (21) it also follows that U ×T T ∗ZX
is the image of T ∗U×TZ(U ×T X) in T ∗u.

Since the intersection of T ∗U×TZ(U ×T X) and u∗T ∗(U/T ) is contained

in the zero-section, the projectivization P(T ∗U×TZ(U ×T X)) is disjoint from

P(u∗T ∗(U/T )). By Lemma 2.2 (iv), we have

ShadowT ∗(U×TX)

(
P(T ∗U×TZ(U ×T X))

)
= u∗c(T ∗(U/T )) ∩ ShadowT ∗u (P(U ×T T ∗ZX)) .

Applying Lemma 2.3 to both sides of this identity gives (20) as needed. �

Theorem 3.3 and identity (10) imply the following key result, extending
analogous results from [Sab85, PP01] to the equivariant setting.



24 P. ALUFFI, L. MIHALCEA, J. SCHÜRMANN, AND C. SU

Corollary 3.5. Let ϕ ∈ FTinv(X) be an invariant constructible function.
Then the following identity holds in HT

∗ (X):

ĉ
T
∗ (ϕ) = cT (T ∗(X)) ∩ sT (CC(ϕ)).

The signed Segre-MacPherson class of a T -invariant constructible func-
tion ϕ ∈ FTinv(X) is the class

(22) ŝ
T
SM(ϕ) :=

ĉ
T
∗ (ϕ)

cT (T ∗(X))
= sT (CC(ϕ)) ∈ ĤT

∗ (X).

The (unsigned) classes

(23) sTSM(ϕ) :=
cT∗ (ϕ)

cT (TX)
∈ ĤT

∗ (X) ,

called Segre-MacPherson (SM) classes (see [Ohm06, §5.3]), are related to
the study of Thom polynomials. In the non-equivariant case they were
studied in [Alu03] and are denoted here by ŝSM(ϕ) resp., sSM(ϕ). For a
(T -stable) constructible subset Z of X, we denote by sSM(Z) := sSM(11Z)
(resp., sTSM(Z) := sTSM(11Z)) the (equivariant) Segre-MacPherson class of Z.

Next we will state an intersection formula for the equivariant MacPher-
son’s transformation, which we will use in §7 to compute Poincaré duals of
equivariant CSM classes of Schubert cells (see Theorem 7.1). In the non-
equivariant case, this formula was proved in [Sch17]. We indicate how to
extend the arguments to the equivariant setting in the Appendix. In fact,
there we will use Corollary 3.5 to extend to the equivariant case the more
general ‘non-characteristic pullback’ results for (signed) Segre-MacPherson
classes.

We remind the reader that in this section X is assumed to be a smooth
complex algebraic variety endowed with an action of a torus T . In particular,
an intersection product is defined in HT

∗ (X). Also, we say that two locally
closed nonsingular subvarieties S, S′ of X are transversal if Tx(S)+Tx(S′) =
Tx(X) for all x ∈ S ∩ S′.

Theorem 3.6. Let α ∈ FTinv(X), resp., β ∈ FTinv(X) be constructible with
respect to algebraic Whitney stratifications S := {S ⊆ X}, resp., S ′ :=
{S′ ⊆ X} of X, i.e., α|S and β|S′ are constant for all strata S ∈ S and
S′ ∈ S ′. Assume that each stratum S ∈ S is transversal to each stratum
S′ ∈ S ′. Then

cT∗ (α · β) = cT∗ (α) · sTSM(β) ∈ HT
∗ (X) ⊆ ĤT

∗ (X) .

In particular, if X is compact, then

〈cT∗ (α), sTSM(β)〉 :=

∫
X
cT∗ (α) · sTSM(β) = χ(X;α · β).

Note that if X is compact with a finite T -fixed point set XT , then

χ(X;α · β) = χ(XT ;α · β) =
∑
x∈XT

α(x) · β(x);
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see [Sch03, Corollary 3.2.2, p. 174]. This is also equivalent to the fact that
χ(Z) is given by the number |Z ∩XT | of T -fixed points in Z for any locally
closed T -stable subvariety Z ⊆ X.

Remark 3.7. We will apply Theorem 3.6 in the situation when X = G/P is
a partial flag manifold and the T -stable stratification S (resp., S ′) is given
by the (opposite) Schubert cells (see [Ric92, Theorem 1.4]). Since these
finitely many Schubert cells are also orbits for a corresponding Borel sub-
group in G, the stratifications are automatically Whitney regular; indeed,
Whitney regularity holds generically, and then by equivariance also every-
where along a Borel orbit. A constructible function is invariant with respect
to such a Borel subgroup if and only if it constructible with respect to the
corresponding Whitney stratification by these Borel orbits. y

4. Pulling back characteristic cycles by the zero section

4.1. Homogenized CSM classes are pull backs of characteristic cy-
cles. Let X be a nonsingular variety endowed with a T -action. Proposi-
tion 2.9, applied to the cotangent bundle T ∗(X), gives another construction
of the map LT (X) → HT

∗ (X) in diagram (15), using the equivariant pull-
back via the zero section ι : X → T ∗(X) of the cotangent bundle. Recall
that we view T ∗(X) as a T × C∗-equivariant bundle, where the T -action is
induced from the T -action on X as in §3.2 and the C∗ factor acts on the
fibers of T ∗(X) by dilation with character χ. In this section we focus on the
case when χ is the character ~−1 given by z 7→ z−1. Proposition 2.9 implies
the following statement.

Corollary 4.1. Let C∗ act on fiber of T ∗(X) by dilation with character ~−1.
Then for all C ∈ LT (X),

ShadowT (C) = ι∗([C]T×C∗)|~7→−1 .

By the commutativity of diagram (15), the same result implies a direct
realization of the homogenized CSM class of a constructible function in terms
of the equivariant pull-back:

Theorem 4.2. Let ι : X → T ∗(X) be the zero section, and let C∗ act on
the fibers of T ∗(X) by the character ~−1. Then the following holds for any
ϕ ∈ FTinv(X):

ι∗[CC(ϕ)]T×C∗ = cT∗ (ϕ)~ ∈ HT×C∗
0 (X),

where cT∗ (ϕ)~ denotes the homogenization of degree dimX (cf. (5)).

Proof. By Proposition 2.9 and Theorem 3.3,

ι∗[CC(ϕ)]T×C∗ = ShadowT (CC(ϕ))−~ = ĉ
T
∗ (ϕ)−~ .

By definition of homogenization and of the signed Chern class,

ĉ
T
∗ (ϕ)−~ =

dimX∑
j=0

(−~)j
(
(−1)jcT∗ (ϕ)j

)
=

dimX∑
j=0

~jcT∗ (ϕ)j = cT∗ (ϕ)~ .
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(Note that here the class is indexed by dimension, while in the definition
given in (5) it is indexed by codimension.) �

Example 4.3. Let X = P1 and consider the constructible function 11P1 . For
simplicity, we will only work C∗-equivariantly. Then

c∗(11P1) = [P1] + 2[pt] = c(TP1) ∩ [P1].

By definition of homogenization,

c∗(11P1)~ = ~[P1] + 2[pt].

On the other hand, by the self-intersection formula,

ι∗(ι∗[P1]C∗) = cC
∗

1 (T ∗(P1))∩[P1]C∗ = (c1(T
∗(P1))−~)∩[P1] = −~[P1]−2[pt].

Together with the fact that CC(11P1) = −[T ∗P1P1] = −ι∗[P1]C∗ , this implies
that

ι∗[CC(11P1)]C∗ = c∗(11P1)~

as claimed. y

Specializing Theorem 4.2 to the constructible functions ϕ = 11Z and ϕ =
EuZ gives the following.

Corollary 4.4. Let Z ⊆ X be a T -stable constructible subset, and let C∗ act
on the fibers of T ∗(X) by the character ~−1. Then the homogenized CSM
class satisfies

cTSM(Z)~ = ι∗[CC(11Z)]T×C∗ ∈ HT×C∗
0 (X).

If Z ⊆ X is a T -stable subvariety then the homogenized Chern-Mather class
satisfies

cTMa(Z)~ = (−1)dimZι∗[T ∗ZX]T×C∗ ∈ HT×C∗
0 (X).

Remark 4.5. If one further specializes Theorem 4.2 to the characteristic
function ϕ = 11X and forgets the T -action, then one obtains the classical
index formula for a nonsingular compact variety X:

(−1)dimX

∫
X
ι∗[T ∗XX] =

∫
X
c(11X)0 = χ(X),

where χ(X) is the Euler characteristic. (Note that as X is nonsingular,
CC(11X) = CC(EuX) = (−1)dimXT ∗XX, cf. (16).) y

4.2. Characteristic classes of Lagrangian cycles are pull-backs. Next,
we recall a commutative diagram considered also by Ginzburg in [Gin86, Ap-
pendix], which is largely based on results from [BB81, BK81, KT84]. In the
specific case of flag manifolds, this will be used in §8.1 below.

(24)

Perv(X)

χstalk

��

Modrh(DX)
DR
∼

oo

Char
��

F(X)
CC
∼

// L(X)
c∨,Gi
∗ // H∗(X).
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Here Modrh(DX), resp., Perv(X) denote the (sets of objects of the) Abelian
categories of algebraic holonomic DX -modules with regular singularities,
resp., perverse (algebraically) constructible complexes of sheaves of C-vector
spaces on X. The functor DR is defined on M · ∈ Modrh(DX) by

DR(M ·) = RHomDX (OX ,M
·)[dimX],

that is, it computes the DeRham complex of a holonomic module (up to a
shift), viewed as an analytic DX -module. This functor realizes the Riemann-
Hilbert correspondence, and is an equivalence. We refer to e.g., [KT84,
Gin86] for details. The left map χstalk computes the stalkwise Euler charac-
teristic of a constructible complex, and the right map Char gives the charac-
teristic cycle of a holonomic DX -module. The map CC is the characteristic
cycle map for constructible functions from diagram (15). The commutativ-
ity of diagram (24) is shown in [Gin86] using deep D-module techniques; it
also follows from [Sch03, Ex. 5.3.4 on pp. 359-360]. Also note that DR in
(24) factors through the corresponding Grothendieck group, so it may also
be applied to complexes of regular holonomic D-modules.

We define the map c∨,Gi
∗ by

(25) c∨,Gi
∗ := ι∗~=−1,

i.e., by the specialization at ~ = −1 of the pull-back via the zero-section
map ι : X → T ∗(X), with C∗ acting on the fibers of T ∗(X) by dilation with

character ~−1. The motivation for the notation is that this map c∨,Gi
∗ agrees

with a map defined by Ginzburg in [Gin86, §A.3] in a different way (and just
denoted there by the notation c∗). Indeed, Ginzburg’s class is characterized
by the requirement that its value at [T ∗ZX] agrees with the (signed) Chern-
Mather class of Z; this identity is given in [Gin86, Lemma A3.2]. The class
defined in (25) likewise satisfies

(26) c∨,Gi
∗ ([T ∗ZX]) = cMa(Z)∨

for all subvarieties Z ⊆ X, where cMa(Z)∨ := ĉ∗(ÊuZ) is the class obtained
by changing the sign of the components of cMa(Z) of odd codimension in Z,
cf. (14). Identity (26) follows from Theorem 4.2, by forgetting the T -action.
Therefore Ginzburg’s natural transformation and ours agree in the non-

equivariant setting, and the composition c∨,Gi
∗ ◦ CC = ĉ∗ coincides with the

signed version of MacPherson’s natural transformation from constructible
functions to homology (see also the work of Sabbah [Sab85]). Theorem 4.2
generalizes this observation to the equivariant setting.

5. Preliminaries on cohomology of flag manifolds

In what follows, we set up notation and recall basic facts about the flag
manifolds and their cohomology. We will use the notation from [AM16] and
we refer the reader to [Bri05] for further details.
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5.1. Schubert cells and varieties. Let G/B be the complete flag mani-
fold, where G is a complex semisimple Lie group and B is a Borel subgroup.
Let B− be the opposite Borel group and T := B ∩ B− the maximal torus.
The Weyl group NG(T )/T is denoted by W , ` : W → N is the length func-
tion, and w0 denotes the longest element. Notice that B− = w0Bw0. There
is a root system R associated to (G,T ) with simple roots ∆ := {αi}1≤i≤r
such that αi is positive with respect to B. The Weyl group W is generated
by the simple reflections si := sαi . A root α ∈ R is positive if it can be
written as a nonnegative combination of simple roots; this will be denoted
by α > 0.

For w ∈ W , define the Schubert cell X(w)◦ := BwB/B ∼= C`(w) and the

opposite Schubert cell Y (w)◦ := B−wB/B ∼= CdimX−`(w). Their closures

give the Schubert varietyX(w) = BwB/B and the opposite Schubert variety

Y (w) = B−wB/B. These are complex projective algebraic varieties such
that dimCX(w) = codimC Y (w) = `(w). The Bruhat order ≤ is a partial
order on the Weyl group W ; it may be defined by declaring that u ≤ v if
and only if X(u) ⊆ X(v).

More generally, let P ⊆ G be a parabolic subgroup containing B and let
G/P be the corresponding partial flag manifold. Let WP be the subgroup
of W generated by the simple reflections in P and denote by WP the set
of minimal length representatives for the cosets of WP in W . For each
w ∈W , `(wWP ) denotes the length of the minimal length representative for
the coset wWP . Let wP ∈ WP be the longest element. For each w ∈ WP

there are Schubert cells X(wWP )◦ := BwP/P and Y (wWP )◦ := B−wP/P
in G/P , whose closures are the Schubert varieties X(wWP ) and Y (wWP ).
Let f : G/B → G/P be the natural projection. If w ∈ WP then f restricts
to isomorphisms X(w)◦ → X(wWP )◦, and f−1(Y (wWP )) = Y (wwP ). It
follows that dimCX(wWP ) = codimC Y (wWP ) = `(w). The Bruhat order
on W restricts to a partial ordering on W/WP such that for u, v ∈ W ,
uWP ≤ vWP iff X(uWP ) ⊆ X(vWP ). In particular,
(27)

X(wWP ) =
⊔

wWP≥vWP

X(vWP )◦ and Y (wWP ) =
⊔

wWP≤vWP

Y (vWP )◦,

thus the Schubert cells form a stratification of the corresponding Schubert
varieties.

5.2. Schubert classes. Since the varieties G/P are smooth and projec-
tive, throughout this paper we will identify the equivariant homology and
cohomology of G/P . In particular, any T -stable, subvariety Y ⊆ G/P of
complex codimension c determines a fundamental class [Y ]T ∈ H2c

T (G/P ).
We will omit the subscript T for non-equivariant classes. By [Gra01, Propo-
sition 2.1], the identities in (27) imply that the (equivariant) fundamental
classes {[X(wWP )]T }w∈WP and {[Y (wWP )]T }w∈WP form H∗T (pt)-bases for
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the equivariant cohomology H∗T (G/P ), i.e.,

H∗T (G/P ) =
⊕
w∈WP

H∗T (pt)[X(wWP )]T =
⊕
w∈WP

H∗T (pt)[Y (wWP )]T .

The opposite Schubert classes [Y (wWP )]T are Poincaré dual to the Schubert
classes [X(wWP )]T , in the sense that
(28)

〈[X(uWP )]T , [Y (vWP )]T 〉 :=

∫
G/P

[X(uWP )]T · [Y (vWP )]T = δuWP ,vWP

with respect to the usual intersection pairing (see e.g., [Bri05, Proposi-
tion 1.3.6]). This holds since opposite Schubert cells intersect generically
transversally [Ric92, Corollary 1.5].

Occasionally we will need to switch between B and B− Schubert data.
This is done by utilizing the left multiplication by w0. We briefly recall the
salient facts, and we refer the reader e.g., to [Knu, MNS22] for further details.
Let nw0 ∈ G be a representative of w0 ∈W = NG(T )/T . Left-multiplication
by nw0 induces an automorphism ϕw0 : G/P → G/P , gP 7→ nw0gP . This
is not T -equivariant, but it is equivariant with respect to the group au-
tomorphism χ0 : T → T defined by χ0(t) = nw0tn

−1
w0

. This means that
ϕw0(t.gP ) = χ0(t).ϕw0(gP ). From functoriality of equivariant cohomology,
it follows that ϕw0 induces an automorphism ϕ∗w0

: H∗T (G/P )→ H∗T (G/P ),
which ‘twists’ the coefficients in the base ring H∗T (pt) according to the au-
tomorphism χ0. Non-equivariantly, ϕ∗w0

is the identity map. Observe that

since H∗G(G/P ) = H∗T (G/P )W , ϕ∗w0
is a H∗G(G/P )-algebra homomorphism,

i.e., for any a ∈ H∗G(G/P ), b ∈ H∗T (G/P ), ϕ∗w0
(a · b) = a · ϕ∗w0

(b). Our main
examples for classes in H∗G(G/P ) will be the Chern classes of homogeneous
vector bundles on G/P . Since w2

0 = id, it follows that ϕ∗w0
is an involution.

For T = T × C∗, with C∗ acting trivially, the automorphism ϕ∗w0
can be

extended to one of H∗T(G/P ) by letting ϕ∗w0
(~) = ~.

Since ϕ−1w0
(Y (w)◦) = X(w0w)◦, it follows that

(29) ϕ∗w0
[Y (w)]T = [X(w0w)]T ; ϕ∗w0

(cTSM(Y (w)◦)) = cTSM(X(w0w)◦).

Finally, we observe that ϕw0 commutes with the G-equivariant projection
f : G/B → G/P , therefore ϕ∗w0

commutes with the pull-back f∗ and the
push-forward f∗.

6. Demazure-Lusztig operators

In this section we recall the definition of the geometric version of the
Demazure-Lusztig (DL) operators which appear in the degenerate Hecke
algebra (cf. [Gin98]). We also recall how these operators determine the
equivariant CSM classes cTSM(X(w)◦) and their duals (cf. [AM16]).
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6.1. Definition and basic properties. Recall the datum of G ⊃ B ⊃ T .
Let also Pi ⊃ B be the (standard) minimal parabolic subgroup associated
to the simple root αi and πi : G/B → G/Pi the projection.

For each simple reflection si ∈ W one can associate two operators on
H∗T (G/B). The first is the Bernstĕın-Gelfand-Gelfand (BGG) operator ∂i :

H∗T (G/B)→ H∗−2T (G/B), defined by ∂i = π∗i (πi)∗; cf. [BGG73]. Since πi is
G-equivariant, ∂i is H∗T (pt)-linear. It satisfies

∂i[X(w)]T =

{
[X(wsi)]T wsi > w;

0 otherwise
; ∂i[Y (w)]T =

{
[Y (wsi)]T wsi < w;

0 otherwise.

See e.g., [Bri05]. (The second equality follows from the first by applying
ϕ∗w0

.)
The second operator is the algebra automorphism si : H∗T (G/B) →

H∗T (G/B) obtained by the right Weyl group multiplication by (a representa-
tive of) si ∈W on G/T . The projection G/T → G/B is a B/T -bundle, and
since B/T (which is the unipotent group of B) is equivariantly contractible,
G/T and G/B have the same cohomology groups. From this definition it
follows that si is homogeneous and H∗T (pt)-linear. One may show that

si = id +cT1 (Lαi)∂i,
where Lα := G×B Cα is the homogeneous line bundle over G/B with fiber
over 1.B the T -module Cα of weight α. We refer to [AM16, §2] (where a
different sign convention is used for Lα) for more details about si.

For each simple reflection si ∈W define two non-homogeneous operators:

(30) Ti := ∂i − si; T ∨i := ∂i + si.

These are H∗T (pt)-linear operators acting on H∗T (G/B). The ‘dual’ opera-
tor T ∨i is precisely the Demazure-Lusztig operator discussed by Ginzburg
in [Gin98, (47)] in relation with the degenerate Hecke algebra; see also
[LLT96, LLT97, Lus85]. The operators Ti, T ∨i satisfy the braid relations
for W and T 2

i = id ([AM16, Proposition 4.1]). Thus, we may define op-
erators Tw, T ∨w for any element w of the Weyl group. From this it follows
that

(31) TuTv = Tuv; T ∨u T ∨v = T ∨uv ∀v, w ∈W,

therefore these operators give a ‘twisted representation’ of W on H∗T (G/B);
cf. [LLT96].

Using the formulae for the action of ∂i, si on Schubert classes one can also
write formulae for the action of Ti, T ∨i (see [AM16, §6.3]). We recall these,
as they will be used in the proof of the orthogonality properties. The action
of Tk is given by

(32) Tk([X(w)]T ) =


−[X(w)]T if `(wsk) < `(w)

(1 + w(αk))[X(wsk)]T + [X(w)]T

+
∑
〈αk, β∨〉[X(wsksβ)]T

if `(wsk) > `(w)
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where the sum is over all positive roots β 6= αk such that `(w) = `(wsksβ),
and w(αk) denotes the natural W action w · αk on T -weights; note that
w(αk) > 0 since wsk > w. The action of the dual operator T ∨k is given by

(33) T ∨
k ([X(w)]T ) =


[X(w)]T if `(wsk) < `(w)

(1− w(αk))[X(wsk)]T − [X(w)]T

−
∑
〈αk, β∨〉[X(wsksβ)]T

if `(wsk) > `(w)

where the sum is as before. One may obtain similar formulae for the ac-
tions on the opposite classes [Y (w)]T by using the automorphism ϕ∗w0

from
Equation (29).

The relevance of the DL operators comes from the following result, proved
in [AM16, Theorem 6.4].

Theorem 6.1. Let w ∈W be an element of the Weyl group. Then

Ti(cTSM(X(w)◦)) = cTSM(X(wsi)
◦).

Therefore, for every w ∈W , we have

cTSM(X(w)◦) = Tw−1([X(id)]T ).

Recall also (cf. (14)) the definition of the dual CSM classes cT,∨SM (X(w)◦),

obtained from cTSM(X(w)◦) by changing signs of each homogeneous com-
ponent according to codimension. Then Theorem 6.1 together with the
definition of the dual DL operators T ∨i implies that

(34) cT,∨SM (X(w)◦) = T ∨w−1([X(id)]T ).

Remark 6.2. Similar statements hold for homogenized classes. For instance,
the homogenization of the operator Ti is T ~

i := ~∂i − si. Recursive applica-
tion of these operators yield the homogenization of the class cTSM(X(w)◦).

The homogenization of the dual class cT,∨SM (X(w)◦) is obtained by applying

T ~,∨
i := ~∂i + si. We leave the details to the reader. y

6.2. Adjointness. Next we prove the key property in the proof of the
‘Hecke orthogonality’ in §7.2. Recall that for a, b ∈ H∗T (G/B), 〈a, b〉 de-
notes

∫
G/B a · b.

Proposition 6.3. The operators Ti and T ∨i are adjoint to each other, i.e.,
for any a, b ∈ H∗T (G/B) there is an identity in H∗T (pt):

〈Ti(a), b〉 = 〈a, T ∨i (b)〉.

Therefore, 〈Tw(a), b〉 = 〈a, T ∨w−1(b)〉 for all w ∈W .

Proof. It suffices to show that the BGG operator ∂i is self-adjoint and that
the adjoint of si is −si. We first verify that ∂i is self-adjoint; while this
is well-known, we include a proof for completeness. Let Pi be the minimal
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parabolic group and πi : G/B → G/Pi the natural projection. Recall that
∂i = π∗i (πi)∗. Then by the projection formula

〈∂i(a), b〉 =

∫
G/B

π∗i (πi)∗(a) · b =

∫
G/Pi

(πi)∗(a) · (πi)∗(b) = 〈a, ∂i(b)〉,

where the last equality follows by symmetry.
In order to verify that si and −si are adjoint, let ew := wB ∈ G/B denote

the T -fixed point in G/B corresponding to w (so eid = 1.B is the B-fixed
point). Then

∫
G/B a·b is the coefficient of [X(id)]T = [eid]T in the expression

for a · b with respect to the Schubert basis. Recall also that

si[eid]T = −[esi ]T = P (t)[X(si)]T − [eid]T

where P (t) ∈ H2
T (pt). (Cf. e.g., [AM16, (4) and §6.3].) Then

〈si(a), b〉 =

∫
X
si(a) · b =

∫
X
si(a) · sisi(b) =

∫
X
si(a · si(b))

= −
∫
X
a · si(b) = −〈a, si(b)〉,

using the fact that si is an H∗T (pt)-algebra homomorphism and squares to
the identity. �

7. Orthogonality properties of CSM classes of Schubert cells

In this section we prove two orthogonality results for equivariant CSM
classes of Schubert cells in flag manifolds.

The first, ‘geometric orthogonality’, states that the CSM classes of Schu-
bert cells are orthogonal to the Segre-MacPherson (SM) classes of oppo-
site Schubert cells. It will follow from the equivariant versions of general
transversality results from [Sch17], particularly Theorem 3.6.

The second is the ‘Hecke orthogonality’ mentioned in the introduction.
This holds only for complete flag manifolds G/B and it states that the CSM
class are orthogonal to the dual/signed CSM classes. It is a consequence of
the adjointness property from Proposition 6.3 and the fact that the CSM
classes of Schubert cells may be calculated by using DL operators.

As a consequence of these orthogonalites we obtain an identity among
the SM classes and signed CSM classes of Schubert cells in G/B; cf. The-
orem 7.5. This is a key ingredient used in §8.2 in the proof of a positivity
property of CSM classes conjectured in [AM16]. In addition, in §7.4 we use
Hecke orthogonality to prove two interesting properties about the Schubert
expansion of CSM classes.

7.1. The geometric orthogonality. Recall (cf. (23)) that the Segre-Mac-
Pherson (SM) class of a constructible function ϕ ∈ FTinv(G/P ) is defined
by

sTSM(ϕ) :=
cT∗ (ϕ)

cT (T (G/P ))
.
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Theorem 7.1 (Geometric orthogonality). Let u, v ∈WP . Then〈
cTSM(X(uWP )◦), sTSM(Y (vWP )◦)

〉
= δu,v.

Proof. The stratification by the B-orbits, and that by the B−-orbits, are
Whitney stratifications of G/P . Indeed, the Whitney conditions hold gener-
ically on the B, respectively B− strata, and then by equivariance also every-
where along each orbit. Further, by [Ric92, Corollary 1.5], the intersections
of of B and B−-orbits are transversal to each other. Therefore we may apply
Theorem 3.6 to calculate〈
cTSM(X(uWP )◦), sTSM(Y (vWP )◦)

〉
=

∫
G/P

cTSM(X(uWP )◦) · sTSM(Y (vWP )◦)

=

∫
G/P

cTSM(X(uWP )◦ ∩ Y (vWP )◦)

= χ(X(uWP )◦ ∩ Y (vWP )◦)

= δu,v.

The last equality follows because if u = v then the intersection X(uWP )◦ ∩
Y (vWP )◦ is the single (T -fixed) point euWP

, and if u 6= v then the intersec-
tion is either empty or a T -stable variety with no T -fixed points (see e.g.,
[Bri05, §1.3]), therefore its Euler characteristic is equal to 0. �

7.2. The Hecke orthogonality. The goal of this subsection is to prove
the following theorem:

Theorem 7.2 (Hecke orthogonality). The equivariant CSM classes of Schu-
bert cells in H∗T (G/B) satisfy the following orthogonality property:

〈cTSM(X(u)◦), cT,∨SM (Y (v)◦)〉 = δu,v
∏
α>0

(1 + α).

An analogous orthogonality property holds for opposite Schubert cells:

〈cTSM(Y (u)◦), cT,∨SM (X(v)◦)〉 = δu,v
∏
α>0

(1− α).

In order to prove Theorem 7.2 we need the following lemma, which is a
consequence of Theorem 6.1 and the formulae in (32) and (33); the proof is
left to the reader.

Lemma 7.3. For w ∈ W , let e(w) :=
∏
α>0,w−1(α)<0(1 + α) and ê(w) :=∏

α>0,w−1(α)<0(1− α). Then

cTSM(X(w)◦) = e(w)[X(w)]T + terms involving [X(v)]T for v < w;

cT,∨SM (X(w)◦) = ê(w)[X(w)]T + terms involving [X(v)]T for v < w.
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Proof of Theorem 7.2. To prove the first equality, observe that cT,∨SM (Y (v)◦) =
T ∨v−1w0

[Y (w0)]T ; this follows from identity (34) by applying the automor-

phism ϕw0 . By Proposition 6.3 and identities (31) and (34), we have

〈cTSM(X(u)◦), cT,∨SM (Y (v)◦)〉 = 〈Tu−1 [X(id)]T , T ∨v−1w0
[Y (w0)]T 〉

= 〈Tw0vTu−1 [X(id)]T , [Y (w0)]T 〉
= 〈Tw0vu−1 [X(id)]T , [Y (w0)]T 〉
= coefficient of [X(w0)]T in cTSM(X(uv−1w0)

◦).

By Lemma 7.3, this coefficient is 0 unless u = v, and it equals
∏
α>0(1 + α)

if u = v. This verifies the first equality. The second equality follows from
the first, by applying the automorphism ϕ∗w0

. �

Corollary 7.4 (CSM Poincaré duality). Ordinary CSM classes are Poincaré
dual to dual CSM classes of opposite cells. That is:

(35) 〈cSM(X(u)◦), c∨SM(Y (v)◦)〉 = δu,v.

Proof. This follows from the previous theorem by specializing α 7→ 0. �

In ordinary homology, the leading terms of cSM(X(u)◦) and c∨SM(Y (v)◦)
are [X(u)], [Y (v)], respectively: we may view these CSM classes as ‘deforma-
tions’ of the fundamental classes by lower dimensional terms. Corollary 7.4
states that these deformations preserve the intersection pairing: cf. (28)
and (35).

7.3. Consequences of orthogonality I: equality of SM and dual
CSM classes. Combining the geometric and Hecke orthogonalities from
Theorem 7.1 and Theorem 7.2, together with the fact that the Poincaré
pairing is non-degenerate, we obtain the main result of this section:

Theorem 7.5. Let v ∈W . Then the following equality holds in H∗T (G/B):

cT,∨SM (X(v)◦) =
( ∏
α∈R+

(1− α)
)
sTSM(X(v)◦).

In particular, this yields the following identity in H∗(G/B):

(36) c∨SM(X(v)◦) = sSM(X(v)◦).

This identity is one of the two key ingredients in the proof of the positivity
of CSM classes of Schubert cells. The other is provided by the theory of
D-modules, which we will use in §8 to prove that the signed SM class is
effective.

Example 7.6. For X = Fl(2) = P1 and v = w0 the longest Weyl group
element, c∨SM(X(v)◦) = [P1] − [pt], cSM(X(v)◦) = [P1] + [pt] and c(TP1) =
[P1] + 2[pt] = 1 + 2[pt]. Then

sSM(X(v)◦) =
[P1] + [pt]

1 + 2[pt]
= (1− 2[pt])([P1] + [pt]) = [P1]− [pt],



CHARACTERISTIC CYCLES, CSM CLASSES, AND POSITIVITY 35

verifying identity (36) in this case.
More generally, an algorithm calculating CSM classes of Schubert cells

X(v)◦ (and therefore their duals as well) was obtained in [AM16], and this
may be used to verify the identities from Theorem 7.5 explicitly in many
concrete cases. For instance, the following are the (non-equivariant) CSM
classes of the Schubert cells in Fl(3), the variety parametrizing flags in C3:

cSM(X(w0)
◦) = [Fl(3)] + [X(s1s2)] + [X(s2s1)] + 2[X(s1)] + 2[X(s2)] + [pt];

cSM(X(s1s2)
◦) = [X(s1s2)] + [X(s1)] + 2[X(s2)] + [pt];

cSM(X(s2s1)
◦) = [X(s2s1)] + 2[X(s1)] + [X(s2)] + [pt];

cSM(X(s1)
◦) = [X(s1)] + [pt];

cSM(X(s2)
◦) = [X(s2)] + [pt];

cSM(X(id)◦) = [pt].

The total Chern class of Fl(3) is

c(T Fl(3)) =
∑
v

cSM(X(v)◦) = [Fl(3)] + 2[X(s1s2)] + 2[X(s2s1)] + 6[X(s1)]

+ 6[X(s2)] + 6[pt]

Again one can check identity (36), by using the multiplication table in
H∗(Fl(3)). y

Example 7.7. View P2 as a partial flag manifold. The Schubert cells are
isomorphic to Ai, i = 0, 1, 2, and we have

cSM(A2) = cSM(P2)− cSM(P1) = [P2] + 2[P1] + [P0] .

The cell A2 is not its own opposite, yet

〈cSM(A2), c∨SM(A2)〉P2 =

∫
([P2] + 2[P1] + [P0]) · ([P2]− 2[P1] + [P0])

= 1− 4 + 1 = −2 6= 0 .

Further, note that identity (36) does not extend to the parabolic case. In-
deed,

cSM(A2)

c(TP2)
= [P2]− [P1] + [P0] 6= c∨SM(A2).

Finally, note that〈
cSM(A2),

cSM(A2)

c(TP2)

〉
P2

=

∫
([P2] + 2[P1] + [P0]) · ([P2]− [P1] + [P0])

= 1− 2 + 1 = 0

as we would expect from the geometric orthogonality in Theorem 7.1. y



36 P. ALUFFI, L. MIHALCEA, J. SCHÜRMANN, AND C. SU

7.4. Consequences of orthogonality II: the transition matrix be-
tween Schubert and CSM classes. We present next two consequences
of the Hecke orthogonality property, in the non-equivariant setting.

The CSM class of each Schubert cell may be written in terms of the
Schubert basis:

(37) cSM(X(v)◦) =
∑
u∈W

c(u; v)[X(u)] .

with c(u; v) ∈ Z. A natural question is to find the inverse of the matrix
(c(u; v))u,v∈W .

Proposition 7.8. The inverse of the matrix
(
c(u; v)

)
u,v

is the matrix(
(−1)`(u)−`(v)c(w0v;w0u)

)
u,v

.

Proof. Let (d(u; v))u,v be the inverse matrix. In other words,

[X(v)] =
∑
u∈W

d(u; v)cSM(X(u)◦) .

By Corollary 7.4, d(u; v) = 〈[X(v)], c∨SM(Y (u)◦)〉. This is the coefficient of
[Y (v)] in the expansion of c∨SM(Y (u)◦) in the basis of (opposite) Schubert
classes. The statement follows from the definition of dual CSM classes and
the fact that [Y (w)] = [X(w0w)] for every w ∈W . �

Example 7.9. For Fl(3) we consider the matrix A whose (i, j) entry is the
coefficient c(wi, wj), where we list the permutations wi ∈ S3, i = 1, . . . , 6 in
the order

id, s1, s2, s1s2, s2s1, s1s2s1.

From Example 7.6 (see also the ‘non-equivariant’ part of the matrix shown
in [AM16, Example 6.7]), the matrix A and its inverse are given by:

A =


1 1 1 1 1 1
0 1 0 1 2 2
0 0 1 2 1 2
0 0 0 1 0 1
0 0 0 0 1 1
0 0 0 0 0 1

 , A−1 =


1 −1 −1 2 2 −1
0 1 0 −1 −2 1
0 0 1 −2 −1 1
0 0 0 1 0 −1
0 0 0 0 1 −1
0 0 0 0 0 1

 .

The second matrix is (up to signs) the anti-transpose of the first one. This
is the content of Proposition 7.8 in this example.

Larger examples may be also computed explicitly, making use of [AM16,
Corollary 4.2]. A previous version of this article, available on the arχiv,
presented the two 24× 24 matrices for the case of Fl(4). y

Consider now the problem of defining a constructible function ΘV on a
given variety V , such that c∗(ΘV ) = [V ]. Such a function is of course not
uniquely defined, but there are interesting situations in which a particularly
natural function satisfies this property. For example, if V is a toric vari-
ety compactifying a torus V ◦, then ΘV = 11V ◦ is such a function ([Alu06,
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Théorème 4.2]). Proposition 7.8 implies that Schubert varieties offer another
class of examples.

Corollary 7.10. Let Θv =
∑

u(−1)`(v)−`(u)c(w0v;w0u)11X(u)◦.
Then c∗(Θv) = [X(v)].

Proof. This follows immediately from (37) and Proposition 7.8. �

To illustrate, let w = w0, the maximum length element in the Weyl group.
Then according to Corollary 7.10

[G/B] = c∗

(∑
v

(−1)`(w0)−`(v)11X(v)◦

)
.

This identity is independently proven in [AM16, Proposition 5.5].

Remark 7.11. Consider the Schubert expansion of the equivariant CSM
class:

cTSM(X(w)◦) =
∑

cT (v;w)[X(v)]T ,

where cT (v;w) ∈ H∗T (pt) = SymZX(T ). There is an interpretation of the
coefficients cT (u; v) in the affine nil-Hecke algebra, found by S.J. Lee in
[Lee18]. We briefly recall this interpretation, and refer to loc. cit. for all the
details. The affine nil-Hecke algebra Hnil is generated by the elements ∂̄w
and λ ∈ X(T ), subject to the following relations:

(1) λµ = µλ, for any λ, µ ∈ X(T );
(2) ∂̄w∂̄y = δ`(wy),`(w)+`(y)∂̄wy;

(3) ∂̄iλ = siλ · ∂̄i − 〈λ, α∨i 〉.
For each simple root αi, define the element s̄i := 1 + αi∂̄i ∈ Hnil. The
elements ∂̄i and s̄i satisfy the braid relations in the Weyl group W . Let
w = si1 · . . . · sik ∈ W be a reduced decomposition. Then according to
[Lee18, Theorem 6.2] there is an identity

(s̄i1 + ∂̄i1) · . . . · (s̄ik + ∂̄ik) =
∑
v

cT (v;w)∂̄v.

Geometrically, ∂̄i corresponds to the BGG operator ∂i, s̄i to −si, and the
weight λ to the Chevalley multiplication by the equivariant Chern class
cT1 (G ×B C−λ) (the class of a G-equivariant line bundle over G/B). In
the related work [SZZ20], Su, Zhao and Zhong observe a relation between
the affine Hecke algebra and a K-theoretic version of stable envelopes/CSM
classes. (Also see §9.) y

8. CSM classes and characteristic cycles for flag manifolds

In the classical results of Beilinson-Bernstein [BB81], Brylinski-Kashiwara
[BK81], and Kashiwara-Tanisaki [KT84], the theory of characteristic cycles
associated to holonomic D-modules on flag manifolds becomes a powerful
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geometric tool to study the representation theory related to the Kazhdan-
Lusztig polynomials. Characteristic cycles of D-modules and those of con-
structible functions are closely related. There are multiple sign conventions
in the literature, and in this section we carefully spell out the relation and
conventions used in this paper; essentially, we require that characteristic cy-
cles of holonomic D-modules are effective. Then we utilize Theorem 4.2 to
find the precise relation between CSM classes of Schubert cells and the char-
acteristic cycles of Verma modules. The main result is Theorem 8.3, which
is also the main ingredient in the proof of the positivity of CSM classes.
As an application, we define certain ‘Kazhdan-Lusztig’ classes in §8.3, and
show they are also positive.

8.1. CSM classes and characteristic cycles of Verma modules. Let
X = G/B be the generalized flag manifold. We recall some results from
[KT84], and in order to satisfy the hypotheses from loc.cit. we assume in
addition that G is simply connected.2 Let ρ ∈ X(T ) denote half the sum of
positive roots. For w ∈ W let Mw be the Verma module of highest weight
−wρ− ρ, a module over the universal enveloping algebra U(g); see [HTT08,
p. 291]. Let Mw denote the holonomic DX -module

Mw = DX ⊗U(g) Mw.

Consider the constructible complex DR(Mw). According to [KT84, Theo-
rem 3] (where it is attributed to Brylinski-Kashiwara [BK81] and Beilinson-
Bernstein [BB81]) there is an identity

DR(Mw) = CX(w)◦ [`(w)] ;

where the right-hand side is the shifted constant sheaf on X(w)◦, also
cf. [HTT08, Corollary 12.3.3(i)]. (Note that the definition of DR from
[KT84] differs from the one from [Gin86] and [HTT08] by a shift of dimX.)
It follows that the constructible function associated to the Verma module
Mw is

χstalk(DR(Mw)) = (−1)`(w)11X(w)◦ .

By the commutativity of diagram (24),

(38) Char(Mw) = (−1)`(w) CC(11X(w)◦);

therefore, Corollary 4.4 implies the following result. Let cT,~SM(X(w)◦) :=

cTSM(X(w)◦)~ denote the ~-homogenization of degree dimG/B.

Corollary 8.1. Let w ∈W . Then

cT,~SM(X(w)◦) = (−1)`(w)ι∗[Char(Mw)]T×C∗

where ι : G/B → T ∗(G/B) is the zero-section and C∗ acts on the fibers
of T ∗(G/B) by the character ~−1.

2Note that for complex semisimple G, the flag varieties G/P , and the Schubert cells,
only depend on the Lie algebra of G (see e.g., [CG97, §3.1]), so this assumption is harmless
for our (co)homological calculations.
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8.2. The CSM class as a Segre class: proof of the main theorem.
In this section we prove Theorem 1.3 from the introduction. Recall that this
is the main ingredient to prove that in the non-equivariant case the CSM
classes are effective, thus proving the positivity conjecture stated in [AM16].
We start by proving the following lemma, which is known among experts,
but for which we could not find a reference.

Lemma 8.2. The following equality holds in H∗T (G/B):

cT (T (G/B)) · cT (T ∗(G/B)) =
∏
α>0

(1− α2).

Proof. The Chern class ofG/B is given by cT (T (G/B)) =
∏
α>0(1+cT1 (L−α))

where (as in §6.1) L−α = G ×B C−α. Since the localization of L−α at the
T -fixed point ew is w(−α), it follows that cT (T (G/B))|w =

∏
α>0(1−w(α)).

From this we obtain that

(cT (T (G/B))·cT (T ∗(G/B)))|w =
∏
α>0

(1−w(α))(1+w(α)) =
∏
α>0

(1−α)(1+α),

because w permutes the set of roots. �

Recall the following construction from §2.4. Consider the projection q :
P(T ∗(G/B)⊕11)→ G/B and the tautological subbundle OT ∗(G/B)⊕11(−1) ⊆
T ∗(G/B)⊕11; this is an inclusion of T -equivariant bundles. If C is a T -stable
cycle in T ∗(G/B), then the Segre operator acts on C by

sT (C) = q∗

(
[C]

cT (OT ∗(G/B)⊕11(−1))

)

where C denotes the closure of C in P(T ∗(G/B)⊕11); cf. (11). This operator

takes values in the completion ĤT
∗ (G/B). It follows from the next result

that in the cases of interest here it in fact takes values in the localization at
the non-zero elements in H∗T (pt).

Theorem 8.3. Let w ∈W . The following equality holds:

cTSM(X(w)◦) =
(∏
α>0

(1 + α)
)

sT (Char(Mw)).
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Proof. We have

cTSM(X(w)◦)
(23)
= cT (T (G/B)) ∩ sTSM(X(w)◦)

Thm.7.5
=

cT (T (G/B))∏
α>0(1− α)

∩ cT,∨SM (X(w)◦)

(14)
= (−1)dimX(w)◦ c

T (T (G/B))∏
α>0(1− α)

∩ ĉT∗ (11X(w)◦)

Cor.3.5
= (−1)`(w)

cT (T (G/B)) · cT (T ∗(G/B))∏
α>0(1− α)

∩ sT (CC(11X(w)◦))

Lem.8.2
= (−1)`(w)

(∏
α>0

(1 + α)
)

sT (CC(11X(w)◦))

(38)
=
(∏
α>0

(1 + α)
)

sT (Char(Mw))

as stated. �

As explained in introduction, Theorem 8.3 implies that the non-equivariant
CSM classes of Schubert cells are effective. For the convenience of the
reader we recall the statement, adding also a positivity statement of Segre-
MacPherson classes which follows immediately.

Corollary 8.4 (Positivity of CSM classes). (a) Let X = G/P be a gen-
eralized flag manifold and w ∈ W . Then the non-equivariant CSM class
cSM(X(wWP )◦) is effective, i.e., in the Schubert expansion

cSM(X(wWP )◦) =
∑

vWP≤wWP

c(vWP ;wWP )[X(vWP )] ∈ H∗(X),

the coefficients c(vWP ;wWP ) are non-negative.
(b) Let X = G/B and w ∈ W . Then the Segre-MacPherson class

sSM(X(w)◦) is Schubert alternating, i.e., in the Schubert expansion

sSM(X(w)◦) =
∑
v≤w

d(v;w)[X(v)] ∈ H∗(X),

the coefficients d(v;w) satisfy (−1)`(w)−`(v)d(v;w) ≥ 0.

Proof. Part (a) follows from Theorem 8.3, as explained in the introduction.
Part (b) follows from (a) and identity (36). �

Remark 8.5. In [AMSS22] we utilize the methods in this paper to extend the
statement of part (b) to any flag manifold G/P . If G/P is a Grassmannian,
this was conjectured in [FR18], see §1.5 and Conjecture 8.4. y

8.3. Kazhdan-Lusztig classes. In analogy to Corollary 8.1, in this sec-
tion we define Kazhdan-Lusztig (KL) classes associated to the intersection
cohomology (IC) complex. We show that the KL classes of Schubert vari-
eties are positive. In some important situations, the KL classes equal to the
Mather classes.
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Let X be a smooth complex algebraic variety, and Y ⊆ X a subvariety.
Denote by IC(Y ) ∈ Perv(X) the intersection cohomology (IC) complex of
the subvariety Y , with the convention that the restriction to the regular
part Y reg is the shifted constant sheaf CY reg [dimY ].

Definition 8.6. The Kazhdan-Lusztig (KL) class of Y , denoted by KL(Y ),
is defined by

KL(Y ) := (−1)dimY cT∗ (χstalk(IC(Y ))) ∈ HT
∗ (X).

Now let X = G/B and Y = X(w) ⊆ G/B a Schubert variety. The
Riemann-Hilbert correspondence gives an equality DR(Lw) = IC(X(w)),
where Lw := DX ⊗U(g) Lw is the holonomic DX -module associated to Lw,
the quotient of the Verma module Mw by its maximal proper submodule;
see e.g., [KT84, Theorem 3] (or [HTT08, (12.2.13) and Corollary 12.3.3(ii)]).
By the commutativity of diagram (24), Char(Lw) = CC(χstalk(IC(X(w))));
then by Theorem 4.2 it follows that

KL(X(w))~ = (−1)`(w)ι∗[Char(Lw)].

By the proof of the Kazhdan-Lusztig conjectures [BB81, BK81] (see also
[HTT08, Chapter 12]) we have

Char(Lw) =
∑
u≤w

(−1)`(w)−`(u)Pu,w(1) Char(Mu)

where Pu,w(q) is the Kazhdan-Lusztig polynomial. By Corollary 8.1, this
proves:

Proposition 8.7. The KL class of X(w) is given by:

KL(X(w)) =
∑
u≤w

Pu,w(1) cTSM(X(u)◦) ∈ HT
∗ (G/B).

Equivalently,

(39) (−1)`(w)χstalk(IC(X(w))) =
∑
u≤w

Pu,w(1)11X(u)◦ .

Corollary 8.8. The non-equivariant KL class is strongly Schubert effective.
That is, the coefficients k(u;w) from the Schubert expansion

KL(X(w)) =
∑
u≤w

k(u;w)[X(u)],

satisfy k(u;w) > 0.

Proof. This follows from the positivity of CSM classes (Corollary 1.4), ob-
serving that [X(u)] is the initial term of the CSM class cSM(X(u)◦), com-
bined with the fact that the KL polynomials have non-negative coefficients
and Pu,w(1) ≥ 1 (see e.g., [HTT08, Theorem 13.2.11] and [Hum90, §7.11]).

�
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Remark 8.9. Proposition 8.7 and Corollary 8.8 hold more generally for
Schubert varieties in partial flag manifolds G/P . Indeed, the projection
f : G/B → G/P induces a pull-back f∗ : F(G/P ) → F(G/B) defined by
f∗(ϕ)(g.B) = ϕ(g.P ). Since f is a smooth morphism,

f∗χstalk(IC(X(wWP ))) = χstalk(IC(f−1(X(wWP ))[dimP/B])

= (−1)dimP/Bχstalk(IC(X(wwP ))),

where wP is the longest element in WP . One combines this with the fact that
the parabolic Kazhdan-Lusztig polynomials coincide with those from G/B;
see Deodhar’s results [Deo87, Proposition 3.4 and Theorem 4.1]. Details are
left to the reader. y

For general flag manifolds G/P , there are situations in which the char-
acteristic cycle of the IC sheaf IC(X(wWP )) is known to be irreducible,
and hence equal to the conormal cycle T ∗X(wWP )

(G/P ). For example, this is

the case for the IC sheaf of Schubert varieties in the ordinary Grassmanni-
ans, by a result of Bressler, Finkelberg, and Lunts [BFL90]; see [BF97] for
generalizations. In this case, by Corollary 4.4,

KL(X(wWP ))~ = (−1)`(wWP )ι∗[CC(χstalk(IC(X(wWP )))] = cTMa(X(wWP ))~.

In such cases, the following interesting equality holds:

(40) PuWP ,wWP
(1) = EuX(wWP )(p)

for p ∈ X(uWP )◦, uWP ≤ wWP . Here (recall) EuX(wWP ) is MacPherson’s
local Euler obstruction. Indeed, if the characteristic cycle of the IC sheaf is
irreducible, then it must equal the conormal cycle, so this follows from (16)
and the extension of (39) to G/P . The equality in (40) may also be de-
duced from the microlocal index formula ([Kas83, Theorem 6.3.1], [Dub84,
Théorème 3]); see also [Sch03, Remark 5.0.4 on pp. 294-295] and [Sch05,
Theorem 3.9]. We refer to [Jon10, BF97, MS20] for calculations of the local
Euler obstruction for Schubert varieties in (cominuscule) Grassmannians.

9. CSM classes and stable envelopes

Stable envelopes were introduced by Maulik and Okounkov [MO19] in
their study of symplectic resolutions, and in relation to integrable systems;
see also the series of papers by Rimányi, Tarasov and Varchenko [RTV14,
RTV15a, RTV15b].

Maulik and Okounkov [MO19] remark that in the case of T ∗(G/B), the
stable envelopes are given by classes of certain conic Lagrangian cycles. We
give an outline of the proof of this fact, by identifying them to characteristic
cycles for Verma modules (up to sign); cf. Lemma 9.4. With this, we deduce
that the pullback of the stable envelopes to the zero section G/B coincide
with the CSM classes of the Schubert cells (Proposition 9.5). This allows
us to create a fruitful dictionary between the stable envelopes theory and
that of CSM classes, which we use to deduce a localization formula for the
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CSM classes (Corollary 9.8) and a Chevalley formula (Theorem 9.10). We
also generalize these results to the case of partial flag manifolds.

Remark 9.1. The dictionary between stable envelopes and characteristic
classes may also be used to give another proof of the geometric orthogonality
from Theorem 7.5. This proof was given in an initial version of this paper
on the arχiv. y

9.1. Definition of stable envelopes. We recall the definition of stable
envelopes for T ∗(G/B); see [MO19, Chapter 3] or [Su17a] for more details.

The action of the torus T on G/B extends to one on T ∗(G/B). There
is an additional dilation action by C∗ on the fibers of T ∗(G/B) with a
character χ, which we choose to be χ = ~−1, coinciding with the conventions
in [MO19, Su17a]. Explicitly, C∗ acts on the fibers of T ∗(G/B) by z.(x, ξ) :=
(x, z−1ξ), where z ∈ C∗, x ∈ G/B and ξ ∈ T ∗x (G/B). The T × C∗ fixed
points in T ∗(G/B) are {(ew, 0)} for w ∈ W . For any w ∈ W and γ ∈
H∗T×C∗(T

∗(G/B)), we denote by γ|w the restriction of γ to the fixed point
(ew, 0). As seen from Theorem 9.2 below, the definition of stable envelopes
depends on the choices of the character χ and of a Weyl chamber in the
Lie algebra of the maximal torus. We let + denote the positive chamber
determined by the Borel subgroup B, and − denote the opposite chamber.
Our choice for χ also coincides with that from Corollary 4.4 and Corollary 8.1
above, and it leads to natural identities between localizations of CSM classes
and stable envelopes; cf. Proposition 9.5.

The + version of stable envelopes is characterized by the following theo-
rem.

Theorem 9.2 ([MO19, Su17a]). There exist unique classes

{stab+(w) ∈ H2 dimG/B
T×C∗ (T ∗(G/B)) |w ∈W}

which satisfy the following properties:

(1) stab+(w) is supported on
⋃
u≤w T

∗
X(u)(G/B), i.e., stab+(w)|u = 0

unless u ≤ w;
(2) stab+(w)|w =

∏
α>0,wα<0

(wα− ~)
∏

α>0,wα>0
wα;

(3) stab+(w)|u is divisible by ~, for any u < w in the Bruhat order.

Remark 9.3. (1) By the first two properties, the transition matrix between
{stab+(w) |w ∈W} and the fixed point basis in the localized cohomology

H∗T×C∗(T
∗(G/B))loc := H∗T×C∗(T

∗(G/B))⊗H∗
T×C∗ (pt)

FracH∗T×C∗(pt)

is triangular with nontrivial diagonal terms. Hence the stable envelopes
{stab+(w) |w ∈ W} form a basis in H∗T×C∗(T

∗(G/B))loc, called the stable
basis for T ∗(G/B).

(2) Similarly, there are stable envelopes

{stab−(w) ∈ HT×C∗(T
∗(G/B)) |w ∈W}
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for the negative chamber, satisfying the following analogous properties:
(a) stab−(w) is supported on

⋃
u≥w T

∗
Y (u)(G/B);

(b) stab−(w)|w =
∏

α>0,wα>0
(wα− ~)

∏
α>0,wα<0

wα; and

(c) stab−(w)|u is divisible by ~, for any u > w in the Bruhat order. y

The following was observed by Maulik and Okounkov [MO19, p. 69, Re-
mark 3.5.3], but for completeness we include a sketch of the proof, using
Corollary 8.1.

Lemma 9.4. For any w ∈W ,

[Char(Mw)] = (−1)dimX−`(w) stab+(w) ∈ H∗T×C∗(T ∗(G/B)).

Sketch of the proof. We need to check that conditions (1)–(3) in Theorem
9.2 are satisfied. The support condition (1) follows from the definition of
the characteristic cycle. To check (2) and (3) we notice first that ι : X →
T ∗(X) is T ×C∗-equivariant, and that the fixed loci satisfy (T ∗(X))T×C

∗
=

XT , since C∗ acts trivially on X. By Corollary 8.1, for every u ≤ w the
localization of [Char(Mw)] is given by

[Char(Mw)]|u = (−1)`(w)cT,~SM(X(w)◦)|u.

The homogenized CSM class can be written as

cT,~SM(X(w)◦) =
∑

u≤w,0≤k
~k(cT (u;w)[X(u)])k

where cT (u;w) are polynomials in H∗T (pt) of degree ≤ `(u) (cf. [AM16,
Proposition 6.5(a)]) and (cT (u;w)[X(u)])k is the component of cT (u;w)[X(u)]
in HT

2k(X). Since wB /∈ X(u) for u < w, the localization [X(u)]|w is equal to
0. It follows that the localization Char(Mw)|w equals the homogenization

Char(Mw)|w = (−1)`(w)cT,~SM(X(w)◦)|w = (−1)`(w)(cT (w,w)[X(w)]|w)~.

The coefficient c(w;w) is calculated in Lemma 7.3, and the localization
[X(w)]|w is the Euler class of the normal bundle of X(w) at the smooth point
w; see e.g., [Knu, §2] for a combinatorial formula for this. We leave it as an
exercise to use these formulae in order to check the correct normalization
from condition (2). (Similar results were also obtained by Rimányi and
Varchenko [RV18] using Weber’s localization formulae [Web12].)

Let c0 := cTSM(X(w)◦)deg 0 ∈ HT
0 (X) be the degree 0 part of the non-

homogenized class cTSM(X(w)◦). To check condition (3) it suffices to show
(c0)|u = 0 for any u < w. By [AM16, Proposition 6.5(d)] c0 = [ew], the
equivariant class of the T -fixed point w. Clearly [ew]|u = 0 for u 6= w and
this finishes the proof. �

9.2. CSM classes, stable envelopes and localization formulae. From
Corollary 4.4 and Lemma 9.4, we obtain immediately the following formula;
a different proof may be found in [RV18].
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Proposition 9.5. Let w ∈W be a Weyl group element. Then

ι∗(stab+(w)) = (−1)dimXcT,~SM(X(w)◦).

We can also relate the stable basis associated to the negative chamber
{stab−(w) | w ∈ W} and CSM classes associated to the opposite Schubert
cells. This uses the extension of the automorphism ϕ∗w0

from Equation (29)
to ϕ∗w0

: H∗T×C∗(T
∗(G/B)) → H∗T×C∗(T

∗(G/B)). The extended automor-
phism preserves ~ (since C∗ acts trivially on G/B), and it acts on H∗T (pt)
by w0. The following follows immediately from the definition of the stable
envelopes, see Remark 9.3(2).

Lemma 9.6. The automorphism ϕ∗w0
satisfies

ϕ∗w0
(stab+(w)) = stab−(w0w).

We then obtain a parallel to Proposition 9.5. Denote by cT,~,∨SM (Y (w)◦)

the ~-homogenization of the dual class cT,∨SM (Y (w)◦).

Proposition 9.7. The following equalities hold:

(i) ι∗(stab−(w))|~7→−~ = (−1)`(w)cT,~,∨SM (Y (w)◦);

(ii) ι∗(stab−(w)) = (−1)dimXcT,~SM(Y (w)◦).

Proof. This is a standard calculation, using Proposition 9.5 and Lemma 9.6.
�

In [Su17a], the last-named author found localization formulae for the
stable envelopes at any torus fixed point, in the process generalizing formulae
of Anderson-Jantzen-Soergel/Billey [AJS94, Bil99] for the localization of
Schubert classes. Proposition 9.7 implies similar localization formulae for
the homogenized CSM classes. We record this next. Recall that αi denote
the simple roots for (G,B, T ).

Corollary 9.8. Fix u,w ∈ W two elements such that w ≤ u in Bruhat or-
dering, and fix a reduced decomposition u = si1 ·. . .·si`. Then the localization

cT,~SM(Y (w)◦)|u equals

(41) cT,~SM(Y (w)◦)|u = (−1)dimG/B−`(u)
∏

α∈R+\R(u)

(α− ~)
∑

~`−k
k∏
t=1

βjt ,

where the sum is over all subwords sij1sij2 . . . sijk of u = si1 . . . si` such that
w = sij1sij2 . . . sijk ; for 1 ≤ t ≤ l, βt := si1si2 . . . sit−1αit with β1 = αi1; and

R(u) = {βi|1 ≤ i ≤ `}.
Note that the set R(u) coincides with the set of inversions of u−1, i.e.,

the set of those positive roots α such that u−1(α) < 0; cf. [Hum90, p. 14].
Moreover, the sum in the equation (41) does not depend on the reduced
expression for u, see [Su17a]. A similar formula for the localization of the

CSM class cT,~SM(X(w)◦) can be obtained by applying the automorphism ϕ∗w0

to (41) and using Equation (29).
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9.3. Partial flag manifolds. In this section we generalize the above rela-
tion between CSM classes and stable envelopes in the case of partial flag
manifolds. Our main result is Proposition 9.9. We also use this and a
Chevalley formula for stable envelopes to deduce a Chevalley formula for
CSM classes (Theorem 9.10).

There is an analogue of the Existence Theorem 9.2 which yields the set
of stable envelopes {stabP±(u) : u ∈ WP }, with the ± sign denotes the
positive/negative Weyl chamber. For each sign choice, the corresponding
set forms a basis for the cohomology ring H∗T×C∗(T

∗(G/P )) localized at
H∗T×C∗(pt). See e.g., [Su17a] for more details. We can consider diagram
(24) for G/P ; there are well defined push-forwards for each of the (associ-
ated Grothendieck) groups in this diagram, and as in §4.2 the given maps
commute with (proper) push-forward. The next proposition states that the
relation between stable envelopes and CSM classes extends to partial flag
manifolds. Let f : G/B → G/P be the natural map.

Proposition 9.9. Let w ∈ WP be a minimal length representative. The
following hold:

(a) The constructible function associated to the direct image complex

f∗(Mw) of the holonomic module Mw is (−1)`(w)11X(wWP )◦.
(b) There is an identity

ι∗(stabP+(w)) = (−1)dim(G/P )cT,~SM(X(wWP )◦).

Proof. Using that DR and χstalk commute with push-forward we obtain

f∗((χstalk ◦DR)Mw) = (−1)`(w)f∗(11X(w)◦).

Then (a) follows because for w ∈WP the restriction f : X(w)◦ → X(wWP )◦

is an isomorphism. Part (b) follows because

stabP+(w) = (−1)dim(G/P )−`(w)[Char(f∗(Mw))],

(with a proof similar to that from Lemma 9.4), and from Corollary 4.4. �

We now turn to the Chevalley formula. This formula gives the Schubert
expansion of a product of a divisor Schubert class [Y (sβ)] by another class
[Y (w)], in an appropriate cohomology ring of G/P ; here sβ ∈ W \WP is a

simple reflection and w ∈ WP . We refer to [FW04], in the non-equivariant
setting, and e.g., to [BM15, §8] for the formula in the equivariant ring
H∗T (G/P ). For stable envelopes, a Chevalley formula was found by the last-
named author in [Su16, Theorem 3.7]. Then Proposition 9.9 determines a

formula to multiply the CSM class cT,~SM(Y (w)◦) by any divisor class. We
record the result next. Let $β be the fundamental weight corresponding to

the simple root β, and let R+
P denote the set of positive roots in P .
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Theorem 9.10. Let w ∈ WP , and β be a simple root not in P . Then the
following identity holds in H∗T×C∗(G/P ):

[Y (sβ)]T ∪ cT,~SM(Y (w)◦) =($β − w($β))cT,~SM(Y (w)◦)

+ ~
∑

($β, α
∨)cT,~SM(Y (wsαWP )◦),

where the sum is over roots α ∈ R+ \ R+
P such that `(wsαWP ) > `(w), α∨

is the coroot of α, and (·, ·) is the evaluation pairing.

The classical Chevalley formula Theorem can be deduced from Theo-
rem 9.10 via a limiting process as follows. Write

cT,~SM(Y (w)◦) =
∑
u≥w

c~(u;w)[Y (u)]T×C∗ ,

where u ∈ WP and the coefficients c~(u;w) ∈ H
2(dimG/P−`(u))
T×C∗ (pt). using

this and Lemma 7.3, we deduce that

lim
~→∞

cT,~SM(Y (w)◦)

(~)dimG/P−`(w) = [Y (w)]T .

For any root α ∈ R+ \R+
P , such that `(wsαWP ) > `(w) we have

lim
~→∞

~cT,~SM(Y (wsαWP )◦)

(~)dimG/P−`(w) = [Y (wsαWP )]T

if and only if `(wsαWP ) = `(w) + 1. Otherwise, the limit is 0. Hence, if we

divide both sides of the equation in Theorem 9.10 by (~)dimG/P−`(w), and
let ~ go to ∞, we obtain

[Y (sβ)]T ∪ [Y (w)]T = ($β − w($β))[Y (w)]T +
∑

($β, α
∨)[Y (wsαWP )]T ,

where the sum is over those roots α ∈ R+\R+
P such that `(wsαWP ) = `(w)+

1. This is the classical Chevalley formula; see e.g., [BM15, Theorem 8.1].

10. Appendix: Non-characteristic pullback results

In this Appendix we explain how Corollary 3.5 allows us to extend a ‘non-
characteristic pullback formula’ of [Sch17, Theorem 1.4, (3.12), (3.16)] for
the (signed) Segre-MacPherson classes to the T -equivariant context. Let f :
X → Y be a T -equivariant morphism of smooth complex algebraic varieties
with a T -action. In order to recall the definition of non-characteristic, we
need to introduce the following commutative diagram (whose right square
is cartesian, see [Sch17, Diagram (2.10)]):

T ∗(X)

πX
��

f∗(T ∗(Y ))
too f ′ //

π′

��

T ∗(Y )

πY
��

X X
f // Y .
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Here f ′ is the map induced by base change, whereas t is the dual of the
differential of f . Then f is by definition non-characteristic with respect to
a closed conic subset C ⊆ T ∗(Y ) (i.e., a closed algebraic subset stable under
the C∗-action given by multiplication on the fibers of the vector bundle
T ∗(Y )) if

f ′−1(C) ∩ ker(t) ⊆ ι′(X) ,

with ι′ : X → f∗(T ∗(Y )) the zero-section of the vector bundle f∗(T ∗(Y )).
By [Sch17, Lemma 3.2] this is %marginpar(84) equivalent to requiring that
t : f ′−1(C) → T ∗(X) is proper and therefore finite. If C is moreover T -
stable, then C, f ′−1(C) and C ′ := t(f ′−1(C)) ⊆ T ∗(X) are T-stable for
T = T × C∗ resp., T = T and one gets an induced group homomorphism

(42) t∗ ◦ f ′∗ : HT
∗ (C)→ HT

∗ (C ′) .

Here we use the T-equivariant map f ′ : f∗T ∗(Y ) → T ∗(Y ) of ambient
smooth complex algebraic varieties for the refined Gysin map

f ′∗ : HT
∗ (C)→ HT

∗ (f−1(C)).

We will use the group homomorphism (42) for suitable characteristic cy-
cles in the following theorem, which holds for both choices T = T ×C∗ and
T = T . The case T = T is used in Theorem 10.2 and Corollary 10.3, whereas
the case T = T × C∗ is used in Theorem 10.5.

Theorem 10.1. Let f : X → Y be a T -equivariant morphism of smooth
complex algebraic varieties of dimension m = dimX,n = dimY . Assume
that f is non-characteristic with respect to the support C := supp(CC(γ)) ⊆
T ∗(Y ) of the characteristic cycle CC(γ) of a T -invariant constructible func-
tion γ ∈ FTinv(Y ). Then C ′ := t(f ′−1(C)) is pure m-dimensional, with

t∗f
′∗(CC(γ)) = (−1)m−n · CC(f∗(γ)) .

In particular, the left hand side is a Lagrangian cycle in T ∗(X), i.e., belongs
to LT (X).

Proof. Forgetting the T -action, this is [Sch17, Theorem 3.3]. If γ ∈ FTinv(Y ),
then this is in fact an equality of T-stable cycles for T = T × C∗ resp.,
T = T . �

Consider now the corresponding commutative diagram of T -equivariant
projective completions:

P(T ∗X ⊕ 11)

πX

��

U ⊆ P(f∗(T ∗Y )⊕ 11)
too f //

π′

��

P(T ∗Y ⊕ 11)

πY

��
X X

f // Y .
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The right square is cartesian, but the map t is only defined on the comple-
ment U of P(ker(t)⊕{0}). For the application to Segre classes it is important
to note that

t
∗
(OP(T ∗X⊕11)(−1)) ∼= (f

∗
(OP(T ∗Y⊕11)(−1)))|U .

In the context of Theorem 10.1 one has f
−1

(C) ⊆ U and t
(
f
−1

(C)
)

= C ′.

Then a simple calculation gives

f∗
(
sT (CC(γ))

)
= sT

(
t∗f
′∗(CC(γ))

)
(43)

= (−1)m−n · sT (CC(f∗(γ))) ∈ ĤT
∗ (X)

exactly as in the non-equivariant context in [Sch17, (3.12)]. These classes
correspond to signed equivariant Segre-MacPherson (SM) classes (as in (22)).
In terms of the ‘unsigned’ classes (23), this proves the following result.

Theorem 10.2. Let f : X → Y be a T -equivariant morphism of smooth
complex algebraic varieties. Assume that f is non-characteristic with respect
to the support supp(CC(γ)) ⊆ T ∗(Y ) of the characteristic cycle CC(γ) of a
T -invariant constructible function γ ∈ FTinv(Y ). Then

f∗
(
sTSM(γ)

)
= sTSM(f∗(γ)) ∈ ĤT

∗ (X) .

The equivariant intersection formula used in this paper, Theorem 3.6,
is an equivariant version of [Sch17, Theorem 1.2]. It may be proved by
applying Theorem 10.2 to the diagonal inclusion d : X → X×X of a smooth
complex algebraic variety X with a T -action. Then d is T -equivariant for
the diagonal T -action on X×X. Let α, β ∈ FTinv(X). Then α ·β = d∗(α�β)
for α� β ∈ FTinv(X ×X) defined by α� β(x, x′) := α(x) · β(x′). Moreover

CC(α� β) = CC(α)� CC(β) ,

since EuZ×Z′ = EuZ �EuZ′ [Mac74, Eq. 3 on p. 426]. Similarly,

(44) cT∗ (α� β) = cT∗ (α)� cT∗ (β) ,

e.g., by the corresponding multiplicativity of the T -equivariant Chern-Mather
classes defined via the T -equivariant Nash blow-up [Ohm06, §4.3]. This
yields:

Corollary 10.3. Assume the T -equivariant diagonal embedding d : X →
X ×X of a smooth complex algebraic variety X is non-characteristic with
respect to the support supp(CC(α�β)) of the characteristic cycle CC(α�β)
for two T -invariant constructible functions α, β ∈ FTinv(X). Then

cT∗ (α · β) = cT∗ (α) · sTSM(β) ∈ HT
∗ (X) ⊆ ĤT

∗ (X) .

If X is moreover compact, then

〈cT∗ (α), sTSM(β)〉 :=

∫
X
cT∗ (α) · sTSM(β)

=

∫
X
cT∗ (α · β) =

∫
X
cT0 (α · β) = χ(X;α · β).
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Remark 10.4. Let α ∈ FTinv(X), resp., β ∈ FTinv(X) be constructible with
respect to algebraic Whitney stratifications S := {S ⊆ X}, resp., S ′ :=
{S′ ⊆ X} of X, i.e., α|S and β|S′ are constant for all strata S ∈ S and
S′ ∈ S ′. Assume that all strata S ∈ S are transversal to all strata S′ ∈ S ′,
i.e., for all x ∈ S ∩ S′ one has the equality Tx(S) + Tx(S′) = Tx(X). This is
also equivalent to requiring that the diagonal d(X) is transversal in X ×X
to all product strata S�S′. Then d is non-characteristic with respect to the
support supp(CC(α�β)) of the characteristic cycle CC(α�β) (see [Sch17]).
y

As a final application we get the following intersection formula for char-
acteristic cycles fitting with the corresponding orthogonality relation for
stable envelopes (and see [Sch17, Corollary 3.5] for the corresponding non-
equivariant result).

Theorem 10.5. Let X be a compact smooh complex algebraic variety with a
T -action and C∗ acting on the fibers of T ∗(X) by the character ~−1. Assume
that the diagonal embedding d : X → X×X is non-characteristic with respect
to supp(CC(α× β)) for some given α, β ∈ FTinv(X). Then CC(α) ·CC(β) is
supported on the zero-section ι(X) ⊆ T ∗(X), with

〈[CC(α)]T×C∗ , [CC(β)]T×C∗〉 :=

∫
T ∗(X)

[CC(α)]T×C∗ · [CC(β)]T×C∗

= (−1)dimX · χ(X;α · β) .

Proof. Consider the cartesian diagram

T ∗(X)
(id,a) //

π

��

T ∗(X)×X T ∗(X)

t

��

d′ // T ∗(X ×X)

X ι
// T ∗(X) ,

with ι : X → T ∗(X) the zero-section, a : T ∗(X) → T ∗(X) the antipodal
map and f : X → pt the proper constant map. By the non-characteristic
assumption,

t : d′−1(supp(CC(α)× CC(β)))→ T ∗(X)

is proper. Then, by base change, the restriction of π

supp(CC(α))∩supp(a∗CC(β)) ⊆ (id, a)−1d′−1(supp(CC(α)×CC(β)))
π→ X

is proper. Since a∗CC(β) = CC(β), the C∗-stable subset

supp(CC(α)) ∩ supp(CC(β))
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has to be contained in the zero-section ι(X) ⊆ T ∗(X). By Theorem 10.1
and base-change one gets:

〈[CC(α)]T×C∗ , [CC(β)]T×C∗〉 = f∗π∗(id, a)∗d′∗ ([CC(α)]T×C∗ � [CC(β)]T×C∗)

= f∗π∗(id, a)∗d′∗[CC(α� β)]T×C∗

= f∗ι
∗t∗d

′∗[CC(α� β)]T×C∗

= (−1)dimX · f∗ι∗[CC(α · β)]T×C∗ .

Since

ι∗[CC(α · β)]T×C∗ = cT∗ (α� β)~

by Theorem 4.2, and

f∗ι
∗[CC(α · β)]T×C∗ =

∫
X
cT∗ (α� β)~ = χ(X;α · β).

by functoriality. �
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Birkhäuser Boston, Inc., Boston, MA, 1997.

[Deo87] Vinay V. Deodhar. On some geometric aspects of Bruhat orderings. II. The
parabolic analogue of Kazhdan-Lusztig polynomials. J. Algebra, 111(2):483–
506, 1987.

[Dub84] Alberto S. Dubson. Formule pour l’indice des complexes constructibles et des
Modules holonomes. C. R. Acad. Sci. Paris Sér. I Math., 298(6):113–116, 1984.

[EG98] Dan Edidin and William Graham. Equivariant intersection theory. Invent.
Math., 131(3):595–634, 1998.

[EG05] Dan Edidin and William Graham. Nonabelian localization in equivariant K-
theory and Riemann-Roch for quotients. Adv. Math., 198(2):547–582, 2005.

[FK99] Sergey Fomin and Anatol N. Kirillov. Quadratic algebras, Dunkl elements, and
Schubert calculus. In Advances in geometry, volume 172 of Progr. Math., pages
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[RTV14] R. Rimányi, V. Tarasov, and A. Varchenko. Cohomology classes of conormal
bundles of Schubert varieties and Yangian weight functions. Math. Z., 277(3-
4):1085–1104, 2014.
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[Sch05] Jörg Schürmann. Lectures on characteristic classes of constructible functions.
In Topics in cohomological studies of algebraic varieties, Trends Math., pages
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