
Model calculations
We used a one-proton radical-pair model28 with an isotropic hyperfine coupling, a, of
0.5mT, an anisotropy, a of 0.3, and a lifetime of 20ms (corresponding to the observed

lifetime of flavin-tryptophan radical pairs15). We solved the stochastic Liouville equation

to determine the triplet yield in the presence of a static magnetic field of 46mT. We then

calculated, by direct numerical integration of the stochastic Liouville equation, the change
in triplet yield, DFOMF, caused by an additional 1.3MHz oscillating magnetic field in

resonance with the splitting due to the 46mT static field. For comparison, we also

calculated the triplet yield change, DF static, resulting from a decrease of 12 mT in static
field, noting that such a change led to disorientation in the magnetic compass orientation

responses of robins29. The intensity of the oscillating field required for DFOMF to equal

DF static is 0.033 mT, that is, less than any of the intensities employed in our experiments.
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Most mathematical models for the spread of disease use differ-
ential equations based on uniform mixing assumptions1 or ad hoc
models for the contact process2–4. Here we explore the use of
dynamic bipartite graphs to model the physical contact patterns
that result from movements of individuals between specific
locations. The graphs are generated by large-scale individual-
based urban traffic simulations built on actual census, land-use
and population-mobility data. We find that the contact network
among people is a strongly connected small-world-like5 graph
with a well-defined scale for the degree distribution. However,
the locations graph is scale-free6, which allows highly efficient
outbreak detection by placing sensors in the hubs of the locations
network. Within this large-scale simulation framework, we then
analyse the relative merits of several proposed mitigation strat-
egies for smallpox spread. Our results suggest that outbreaks can
be contained by a strategy of targeted vaccination combined with
early detection without resorting to mass vaccination of a
population.

The dense social-contact networks characteristic of urban areas
form a perfect fabric for fast, uncontrolled disease propagation.
Current explosive trends in urbanization exacerbate the problem: it
is estimated that by 2030 more than 60% of the world’s population
will live in cities7. This raises important questions, such as: How can
an outbreak be contained before it becomes an epidemic, and what
disease surveillance strategies should be implemented? Recent
studies1, under the assumption of homogeneous mixing, make
the case for mass vaccination in response to a smallpox outbreak.
With different assumptions, it has been shown2 that mass vacci-
nation is not required. Policymakers must trade off the risks
associated with vaccinating a large population8 against the poorly
understood risks of losing control of an outbreak. Addressing such
specific policy questions9 requires a higher-resolution description of
disease spread than that offered by the homogeneous-mixing
assumption and the differential-equations approach.

Here we present a highly resolved agent-based simulation tool
(EpiSims), which combines realistic estimates of population mobil-
ity, based on census and land-use data, with parameterized models
for simulating the progress of a disease within a host and of
transmission between hosts10. The simulation generates a large-
scale, dynamic contact graph that replaces the differential equations
of the classic approach. EpiSims is based on the Transportation
Analysis and Simulation System (TRANSIMS) developed at Los
Alamos National Laboratory, which produces estimates of social
networks based on the assumption that the transportation infra-
structure constrains people’s choices about where and when to
perform activities11. TRANSIMS creates a synthetic population
endowed with demographics such as age and income, consistent
with joint distributions in census data. It then estimates positions
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and activities of all travellers on a second-by-second basis. For more
information on TRANSIMS and its availability, see Supplementary
Information. The resulting social network is the best extant estimate
of the physical contact patterns among large groups of people—
alternative methodologies are limited to physical contacts among
hundreds of people or non-physical contacts (such as e-mail or
citations) among large groups.

The case study we present is a model of Portland, Oregon, USA,
but the approach is broadly applicable. People, in the course of
carrying out their daily activities (such as work, study or shopping),
move between several locations, both exposing themselves to
infectious agents within these locations and transporting those
agents between locations. We represent these processes by a social
contact network, which can be represented as a bipartite graph, GPL,
as shown by the example in Fig. 1a. For Portland, GPL has about 1.6
million vertices, with a giant component of about 1.5 million people
and 180,000 locations. The degree distribution of the people vertices
in GPL, that is, the number of people QPL

j who visited j different
locations, is shown in Fig. 2a. It has a sharp peak near the average
value of about four different locations, followed by a fast, exponen-
tially decaying tail. The degree distribution for the location vertices
in GPL is very different, as shown in Fig. 2b. This is the number of
locations MPL

i having i different visitors during the day. The
distribution has a power-law tail with an exponent of about 22.8.

For many infectious diseases, transmission occurs mainly
between people who are collocated (simultaneously in the same

location), and spread is due mainly to people’s movement. Hence
we look at two natural projections of GPL obtained by drawing an
edge between all pairs of vertices distance two from each other on
the bipartite graph, as illustrated in Fig. 1b, c. The result is two
disconnected graphs: GP, containing only people vertices, and GL,
containing only locations. In GP, the edges are labelled with the sets
of time intervals during which the people were collocated. For
simplicity, however, we consider ĜP, a static projection of the time-
resolved GP, obtained by discarding time labels, as shown in Fig. 1d.
This is reasonable for diseases such as smallpox, severe acute
respiratory syndrome or influenza, in which both the incubation
period and duration of infectivity are of the order of several days,
much longer than the 24-h approximate periodicity of people’s
contacts. This assumption introduces a systematic bias into results
based on ĜP: the static projection yields a worst-case scenario of
how the disease is likely to propagate, because ĜP is much more
connected than GP. Any control strategy that is effective in such
worst-case scenarios will also be effective in the time-resolved case.
Furthermore, we havemodelled the idea of an effective contact (one
in which the transmission of disease is likely to occur) by removing
from ĜP all edges for which the duration of contact was less than
some minimum threshold, usually one hour. Even this thresholded
version of ĜP is biased towards more connectivity than GP. An
alternative to thresholding is to weight edges according to duration
(and other factors affecting transmission). Figure 2c shows the
degree distribution of ĜP for the Portland network. The other
important projection of the bipartite graph is the locations network
GL. If there is at least one person travelling from location l1 directly
to l2 during the day, the two vertices corresponding to locations l1
and l2 are connected by a directed edge in GL from l1 to l2 that
indicates whether the person is travelling in or out of the location.
As before, we form a static version of the locations network, ĜL, by
ignoring the time labels on the edges. The in and out degree
distributions for the locations network are superimposed in
Fig. 2d (ref. 12). The power-law decay evident there shows that
ĜL is a scale-free network

6 with an exponent of g,22.8. A simple
explanation for this empirical observation is based on the capacity

Figure 1 An example of a small social contact network. a, A bipartite graph GPL with two

types of vertex representing four people (P) and four locations (L). If person p visited

location l, there is an edge in this graph between p and l. Vertices are labelled with

appropriate demographic or geographic information, edges with arrival and departure

times. b, c, The two disconnected graphs GP and GL induced by connecting vertices that

were separated by exactly two edges in GPL. d, The static projections Ĝ P and Ĝ L resulting

from ignoring time labels in GP and GL. People (such as 24-year-old male) are

represented by filled circles, and locations (such as 34 Elm Street) by open squares.

Figure 2 Degree distributions for the estimated Portland social network. a, The number of

people Q PL
j who visited j different locations in the bipartite people–locations graph GPL.

b, The number of locations M PL
i in GPL that are visited by exactly i different people. The

slope of the straight-line graph is 22.8. c, The number of people who have k neighbours

in the static people–contact graph ĜP on log–log scale. d, The in and out degree

distributions of the locations network GL. The slope of the straight-line graph is 22.8.
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distribution of the locations in Portland. Land-use data indicate
that the number of people using a location (its capacity) follows
a power-law distribution with the same exponent g. In large
urban areas, people tend to fill locations up to their capacity.
More densely filled locations (for example shopping malls) will
have a larger number of people moving in from a proportionally
larger number of other different locations (for example, homes),
which in turn generates the scale-free character of ĜL with the
capacity exponent g.
Measurements of the average clustering coefficient (seeMethods)

for ĜP yield CP < 0.48, and for ĜL, CL < 0.04, both much larger
than the roughly 1026 of an Erdös–Rényi random graph with the
same number of vertices and average degree5. This, together with the
degree distribution and its small diameter (about 6), suggests that
the people-contact graph is more like a small-world graph5 than a
random graph. The clustering coefficient distributions versus
degree13,14 shown in Supplementary Fig. 1 indicate that the locations
network ĜL is an empirical example of a hierarchical scale-free
structure15–17.
Both degree distribution and clustering are relevant to short-term

propagation in a network, but longer time dynamics will be driven
by global graph properties. It is thus natural to consider estimation
schemes for global topological measures, such as expansion (see
Methods). Informally, the higher the expansion, the quicker is
the spread of any phenomenon (such as disease, gossip or data).
We estimated an expansion value of about 2 for ĜP by random
sampling, indicating that the people-contact graph is extremely
connected. An immediate consequence is that, as for an assorta-
tively mixed network18, ĜP cannot be shattered by removing (by
means of vaccination or quarantine) a small number of high-degree
vertices19–22. To verify this, we have computed the size of the giant
component—the maximum number of people at risk for disease
introduced by a single person—when all vertices of degree more
than k are removed. A unique giant component persists even when
all vertices of degree 11 and higher are removed, as shown in Fig. 3a.
Thus, attempting to shatter the contact graph by vaccinating the
most gregarious people in a population would essentially be
equivalent to mass vaccination. Similarly, we show in Fig. 3b, c

that closing the most-visited locations—or vaccinating everyone
who visits them—does not shatter the induced people-contact graph
until large fractions of the population have been affected. Other
infrastructure networks exhibit very different shattering properties.

Can epidemics be stopped without resorting tomass vaccination?
Alternatives rely on early detection and efficient targeting. Here we
introduce the overlap ratio, another non-local property of the graph
that is crucial to early detection. Consider an idealized situation in
which sensors at a location can detect whether any person there is
infected. The feasibility of early detection depends on the number of
sensors required to cover the population. This problem is equivalent
to finding the minimum dominating set23. That is, we wish to find a
subset L

0
of locations so that all (or most) people visit some location

in L 0 . The overlap ratio23 q(J) of a set of locations J , L is n(J)/P
l[Jdeg(l), where n(J) is the total number of people visiting any

location in J, and deg(l) is the number of different people visiting
location l [ J. The smaller the overlap ratio, the larger is the number
of different locations in J visited by a single person. The overlap ratio
by degree, shown in Fig. 3d, is the overlap ratio for the set J k of
locations having degree k. Clearly, not many people visit more than
one high-degree location, which implies that the high-degree
location vertices form a near-optimal dominating set. With high
probability, early identification could be accomplished by using
sensors placed at locations with the highest degree.

Alternatives to mass vaccination involve isolating and/or vacci-
nating small subsets of individuals to ensure that the disease will
spread only locally in the graph. Most such strategies assume that
people contacted by infectious people are the best candidates for
vaccination or quarantine. However, it might also be possible to
identify a good subset of the population to target before an out-
break. GP is composed of tight-knit communities joined by long-
range edges. A model for this structure is given by adding long-
range edges to random geometric graphs24. An infectious individual
(even one with low degree) who travels can nucleate two indepen-
dent growth centres. Other long-range travellers near these centres
can in turn nucleate an exponentially growing number of growth
centres, as demonstrated by the rapid worldwide spread of severe
acute respiratory syndrome. Thus, targeting long-distance travellers
(say, across town for urban regions) is a crucial component of any
response.

Our results on the expansion property indicate that disease is
likely to spread quickly if not controlled early enough. However,
exactly how the number of casualties depends on response delay and

Figure 3 Shattering and covering the people–contact graph. In a we remove (by

vaccination or quarantine) all people with degree k and higher from the bipartite graph

GPL. In b and c we remove all locations with degree k or higher from GPL and monitor the

size of the largest connected component in the static people–contact graph induced by

the remaining bipartite graph. d, Overlap ratios by degree. The lower curve shows the

cumulative overlap ratio by degree, which is the overlap ratio for locations having degree k

or less. The upper curve shows the overlap ratio for locations having degree exactly k.

Figure 4 Cumulative number of deaths per number of initial infected, for the case of a

smallpox outbreak in downtown Portland, under a number of different response

strategies: squares, no vaccine; stars, 10-day delay; multiplication signs, 7-day delay;

plus signs, 4-day delay.
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what constitutes ‘early enough’ depend on disease-specific factors
such as incubation period and probability of transmission, as well as
scenario-specific factors such as the means of introduction. Because
these dependences cannot be easily determined from an analysis of
the static social network, we turn to simulation, which captures the
full time-dependence of GPL (see Supplementary Methods for
details).

There is not yet a consensus on models of smallpox. We have
designed a model that captures many features on which there is
widespread agreement9,25 and allows us to vary poorly understood
properties through reasonable ranges1,2,26. Our model includes the
following features: the incubation period is a gaussian truncated at 7
and 17 days with a 12-daymean and 2-day deviation; the prodromal
period is 3–5 days; the infectious period is 4 days, during which
infectivity decreases exponentially; death occurs 10–16 days after
the rash develops in 30% of normal cases. Ninety-five per cent of
susceptibles exposed for 3 h to a person at minimum infectivity will
become infected (the remaining 5% have extremely high or low
susceptibilities, mimicking some anecdotal transmission incidents);
vaccination is assumed to be 100% effective before exposure, and it
reduces the mortality and transmission rates when administered up
to 2 days after exposure (or 4 days for a previously vaccinated
person, assumed to be everyone over the age of 30 years). Themodel
also includes haemorrhagic variants with a shorter incubation
period that are 10-fold as infectious and invariably fatal (see
Methods and Supplementary Information for details).

Note that EpiSims does not specify a value for R0, the basic
reproductive number27. This parameter reflects howmany people in
a susceptible population are directly infected by the introduction of
a single infective. R0 is a convolution of transmission rates and
contact patterns, and EpiSims performs the convolution for us. The
implied value of R0 is the ratio of the numbers of people in the first
and original cohorts; that is, the number of people initially infected
and the number infected directly by them. These estimates
obviously include the effects of the simulated response strategy.
For the set of experiments reported below, R0 ranges from 0.4 to 3.4.

In these scenarios, aerosolized smallpox was distributed indoors
at busy locations over several hours, infecting of the order of 1,000
people. We assumed that the presence of smallpox was detected on
the tenth day after the attack. Furthermore, we assumed that cases
could be recognized in the prodromal phase after this date. We
did not consider the confounding background distribution of
influenza-like symptoms.

We studied the sensitivity of the number of casualties to three
factors: mitigation efforts, delay in implementingmitigation efforts,
and whether people move about while infectious. We simulated a
passive (do nothing) ‘baseline’ and three active responses: mass
vaccination covering 100% of the population in 4 days (‘mass’);
targeted vaccination and quarantine with unlimited resources
(‘targeted’); and the same targeted response, using only half as
many contact tracers and vaccinators (‘limited’).

For a movie showing the spatial spread of disease under two
different response strategies, see Supplementary Information.
Figure 4 compares the efficacy of these strategies. For each strategy
we plot (on a logarithmic scale) the ratio of the cumulative number
of deaths by day 100 to the number initially infected. The absolute
numbers are less important than the rank and relative sizes of gaps
between the points. Also shown are the effects of delays of 4, 7 or 10
days in implementing the response. For each of the responses
including the baseline, we allowed infected people to isolate
themselves by withdrawing to the home. This could be due either
to the natural history of the disease, which incapacitates its victims,
or to actions taken by public health officials encouraging people to
stay home. The results are grouped according to time of withdrawal
to the home: (1) early, in which everyone withdraws before becom-
ing infectious, producing the lowest estimates for R0; (2) late, in
which everyone withdraws about 24 h after becoming infectious;

and (3) never, in which everyone carries on their daily activities
unless they die. The extreme cases are unrealistic but are shown here
because they demonstrate the existence of a clear transition.
In this study, time of withdrawal to the home is by far the most

important factor, followed by delay in response. This indicates that
targeted vaccination is feasible when combined with fast detection.
Ironically, the actual strategy used is much less important than
either of these factors. A

Methods
Clustering
Here we used the definition of the clustering coefficient, c i ¼ 2ni/[k i(k i 2 1)], given in
ref. 5, which measures the extent to which neighbours of a vertex are connected by edges
(n i is the number of connections between the neighbours of vertex i, and k i is the degree of
i). Clustering has important implications for the rate and probability of disease spread4,28.

Graph expansion
The vertex expansion of a set P 0,P is the ratio between the number of distinct vertices not
in P

0
reached through edges emanating from P

0
and the number of vertices in P

0
, denoted

by jP
0
j. Clearly, the vertex expansion of a set P

0
with size jP

0
j ¼ ajPj is bounded above by

a21 2 1. By definition, the vertex expansion of the graph GP is theminimum of the vertex
expansions of all sets P

0
with jP

0
j # NP/2.

Haemorrhagic variants
In our model, haemorrhagic variants occur in 20% of pregnant women, 10% of
HIV-positive people, and 2.4% of the population at large. Of those, 30% get an ‘early
haemorrhagic’ variant, with a prodromal period between 0.5 and 1.5 days and an
infectious period of 1 day (until death). Pregnancy and HIV status are assigned on the
basis of demographics.

Simulation protocol
The protocol we simulated for targeted strategies was to place each prodromal person on a
list. Contact tracers chose people at random from the list as they became available. We
allowed 24 h for each contact tracer to vaccinate everyone living at the infected person’s
home and to travel to each location that the infected person visited, vaccinating a fraction
of the people there who had been present when the infected person was there. We varied
the fraction vaccinated according to the type of activity, from zero at a shopping location
to unity at work and home. After 24 h the contact tracer was freed to service the list again.
The infected person was sent to a quarantine location. In the ‘targeted’ case, roughly 20
people were vaccinated for each person initially infected. The peak rate was 10 people per
day per initial victim, or roughly 10,000 people per day.
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Neural stem cells in various regions of the vertebrate brain
continuously generate neurons throughout life1–4. In the mam-
malian hippocampus, a region important for spatial and episodic
memory5,6, thousands of new granule cells are produced per day7,
with the exact number depending on environmental conditions
and physical exercise1,8. The survival of these neurons is
improved by learning and conversely learning may be promoted
by neurogenesis8–10. Although it has been suggested that newly
generated neurons may have specific properties to facilitate
learning2,10,11, the cellular and synaptic mechanisms of plasticity
in these neurons are largely unknown. Here we show that young
granule cells in the adult hippocampus differ substantially from
mature granule cells in both active and passive membrane
properties. In young neurons, T-type Ca21 channels can generate
isolated Ca21 spikes and boost fast Na1 action potentials, con-
tributing to the induction of synaptic plasticity. Associative long-
term potentiation can be induced more easily in young neurons
than in mature neurons under identical conditions. Thus, newly
generated neurons express unique mechanisms to facilitate
synaptic plasticity, which may be important for the formation
of new memories.
To identify newly generated granule cells in the adult hippo-

campus, we applied electrophysiological, morphological and
immunocytochemical criteria. We made whole-cell recordings
from neurons in the granule cell layer and determined the input
resistance (R in), which is known to be characteristically different
between young and mature neurons12. Subsequently, we examined
the immunoreactivity for polysialic acid neural cell adhesion

molecule (PSA-NCAM), a marker for newly generated granule
cells1,3,13,14, and the morphology of the dendritic tree (Fig. 1).

On the basis of the distribution of R in, most cells fell into two
categories, with mean R in values of 232 ^ 78MQ and 4.5 ^ 1.9 GQ,
respectively (mean ^ s.d.; Fig. 1a, c, e). Cells with high R in were
exclusively encountered in the inner granule cell layer adjacent to
the subgranular zone, where neural stem cells are located1. Cells
with R in below 400MQ were immunonegative for PSA-NCAM and
showed a complex apical dendritic tree (total dendritic length
3,652 ^ 134 mm; mean ^ s.e.m.; n ¼ 14), indicating that they
were mature granule cells. In contrast, all cells with R in larger
than 1.5 GQ were immunopositive for PSA-NCAM (Fig. 1d, f;
relative fluorescence intensity 76 ^ 6%) and had rudimentary
apical and basal dendrites (Fig. 1f; total dendritic length
845 ^ 111 mm, n ¼ 14), indicative of immature granule cells15–17.
As PSA-NCAM is expressed transiently in granule cells 1–3 weeks
after mitosis13,14, these results suggest that the cells with high R in

are newly generated immature granule cells in the adult hippo-
campus. Cells with R in larger than 1.5GQ were immunonegative
for parvalbumin (n ¼ 4), suggesting that they do not represent
interneurons18,19.

We next studied the active and passive membrane properties
of the two classes of neurons (Fig. 2). Both mature and young
granule cells showed comparable resting potentials (280:8^
0:9mV versus 275.3 ^ 2.0mV, respectively) and were able to
generate fast action potentials with large amplitudes (Fig. 2a–d;
140 ^ 2mV, n ¼ 9 versus 115 ^ 2mV, n ¼ 6). Unlike mature
granule cells, which generated trains of action potentials during
long current pulses (Fig. 2a; mean action potential frequency
30 ^ 1Hz), young neurons fired only a few action potentials per
stimulus: in 15 of 20 cells, a single action potential was evoked
(Fig. 2b). However, the current threshold determined with 100-ms
pulses was markedly lower in young neurons than in mature cells
(34 ^ 9 pA, n ¼ 6 versus 141 ^ 12 pA, n ¼ 4, respectively;
P , 0.01). In a subset of young neurons currents of less than
10 pA were sufficient to elicit an action potential. Finally, young
neurons had a much slower membrane time constant, tm, than
mature granule cells (Fig. 2e, f; 123 ^ 10 ms, n ¼ 7 versus
54 ^ 4ms, n ¼ 13, respectively)20. Thus, newly generated granule
cells have membrane properties that favour action potential genera-
tion with very small current stimuli, such as the opening of less than
ten glutamate receptor channels21.

In contrast with mature neurons, young neurons generated
transient low-threshold spikes when current injections below the
threshold for Naþ action potential initiation were applied (Figs 2b
and 3). Low-threshold spikes were insensitive to 1 mM tetrodotoxin
(TTX) but were blocked by 50 mM Ni2þ, showing that they were
mediated by T-type Ca2þ channels22 (Fig. 3a–c). Ca2þ spikes in
newly generated neurons had a voltage threshold of 256:0^
1:2mV and an amplitude of 17.6 ^ 1.1mV measured from the
voltage at the end of the pulse (n ¼ 16). Furthermore, they had a
slow time course with a duration at half-maximal amplitude of
87 ^ 8ms (n ¼ 16). Thus, young granule cells generate low-
threshold Ca2þ spikes under physiological conditions, whereas
mature granule cells produce low-threshold Ca2þ spikes only in
the presence of Kþ-channel blockers23.

To examine whether the activation of T-type Ca2þ channels
in young neurons contributed to the initiation of fast Naþ

action potentials, we determined the probability of Naþ action
potential initiation during current pulses of incremental amplitudes
(Fig. 3d, e). A concentration of 50 mM Ni2þ markedly elevated the
current threshold for the initiation of fast Naþ action potentials
(Fig. 3e). On average, the current corresponding to themid-point of
the threshold curves increased to 176 ^ 56% of the control value in
young neurons (n ¼ 6, P , 0.05). By contrast, the threshold
remained unchanged in mature neurons (98 ^ 3%, n ¼ 4). In
conclusion, newly generated immature granule cells show a unique
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