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High-order Techniques for Calculating
Surface Tension Forces

M. Sussman and M. Ohta

Abstract. In this paper we develop further the “height fraction” technique
for computing curvature directly from volume fractions. In particular we, (1)
develop a systematic approach for calculating curvature from volume fractions
which is accurate to any order, and (2) we test the second-order “height
fraction” technique on the following two-phase problems: (1) the break-up of
a cylindrical column of liquid due to Rayleigh-capillary instability, (2) surface
tension induced droplet oscillations and (3) the steady motion of gas bubbles
rising in liquid.
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1. Introduction

Numerical algorithms for calculating surface tension have been presented from the
perspective of front tracking algorithms [14, 26, 25, 28, 16], Volume-of-Fluid algo-
rithms [3, 7, 1, 18, 8], level set methods [24, 12, 13], and various hybrid methods
[23, 20, 6]. The ability to accurately calculate surface tension can be important for
modeling the impact of drops on surfaces, contact line dynamics, bubble motion,
and the break-up of liquid jets. In our previous work [20], a second-order coupled
level set and volume of fluid method was presented for calculating bubble growth
and collapse. In that work, the “height fraction” technique[9] was employed to
accurately calculate curvature directly from volume fractions. In this paper, we
present additional calculations further validating the second-order method orig-
inally proposed in [20]. Furthermore, we demonstrate that the “height fraction”
technique can be extended to calculate curvature to any order of accuracy.
Conventional wisdom would have it that only a level set representation of
an interface is capable of having a very high-order accurate method for extracting
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the interface curvature. For example, a “spectral” level set approach was presented
by[21]. Previous methods for extracting curvature from volume fractions have been
proposed by Chorin [4] (osculating circle technique), Poo and Ashgriz [15], Aleinov
and Puckett [1] (convolution technique), Williams et al. [27], Renardy et al. [17]
(“PROST”), and the “height fraction” approach [9, 20, 7, 5]. The challenge in
accurately calculating curvature from the volume-of-fluid function F' is the fact
that F' transitions sharply from 0 (computational cell containing only gas) to 1
(computational cell containing only liquid). Of all the approaches for calculating
curvature from volume fractions, the “height fraction” approach is the most direct,
and, unlike convolution techniques, it is “localized.”

In this paper we present a systematic approach to extending the “height
fraction” approach to any order of accuracy (i.e., higher than second order).

2. Curvature discretization using “height fractions”

The curvature of an interface is computed to second- or fourth-order accuracy
directly from the volume fractions. The method is based on reconstructing the
“height” function directly from the volume fractions [9]. Without loss of generality,
we assume that the free surface is oriented more horizontal than vertical. For
a second-order curvature algorithm, a 3 x 3 x 7 stencil of volume fractions is
constructed about cell (7, j, k). For the fourth-order algorithm, a 5 x 5 x 13 stencil
of volume fractions is constructed about cell (i, 7, k). The 3 x 3 (5 x 5 for fourth-
order) vertical sums, Fy j, ¢ = —1...1, j/ = —1...1, are exact integrals of the
height function h(z,y) (up to a constant); i.e.,

Titil4+1/2 Yjiti'+1/2

Titil—1/2 Yjti'—1/2

It can be shown that Az(F10— F_1,)/(2Ax) is a second-order approximation to
hy(zi,y;) and that Az(Fy o —2Fy 0+ F-1,0)/Az? is a second-order approximation
t0 hya(zi,y;). In general, one expands h(z,y) in a Taylor series,
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After integrating the Taylor series expansion of h(x,y) and using (2.1), one has

1
Fir jr Az = M@iyir, Yjrgr) + 24Ax2hxx(xi+i/»yj+j’) (2.2)
1 4 1 2
+ (16)(120)A$ hzzwm(xiJri/»ijrj’) + 24Ay hyy(xi+i’vyj+j/)
1
+ (16)(120) Ay4hyyyy($i+i/ayj+j/) + (24)(24) Amszzhﬂcxyy(mi-&-i’ayj-&-j/)

+ higher-order terms.
For a horizontally orientated surface, the curvature is written as,
k=V-n

where,

ha hy 1

n = - [ 9
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For a fourth-order approximation to the curvature, we must approximate h,, hy,
hez, hyy and hgy with fourth-order accuracy. We assume the discretization to each
of these terms has the form,

O h(wi, y;) L - m
dxloym = Az Z Z Ay Fir -
i=—2 /=2

The coefficients, Ab™ (I =0,1,2 and m = 0, 1,2), are determined by the “method
of undetermined coefficients” in which one uses the relation (2.2) to relate Fys ;
to h, and the fact that our discretization for the derivatives of h should be exact
for the polynomials h(z,y) = (z — ;) (y — y;)™ where [ =0...4 and m =0...4.
As a result, one constructs a matrix system of equations with 25 equations and 25
unknowns. For example, in 2d, one has the following fourth-order approximations,

Oh(z;) Ay (5 B 7,
dr Az <48(F2 o)+ 24(F1 Fl))

O*h(z;) Ay <_1
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Remark: For the fourth-order algorithm, a 5 x 5 x 13 stencil is used. A possible
concern here is that in underresolved regions, the interface might pass through
the stencil more than one time resulting in an erroneous approximation to the
curvature. A simple patch (not implemented for any of the results presented in
this paper) for this problem would be to locate the interface crossing, in each
13 cell column of data, closest to z and then delete other interface crossings by
looking at where the divided difference,

‘]l.‘/7 ’/,k/ - ‘]l.‘/7 ’/,k)/71
Do = 11 I
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TABLE 1. Convergence study for computing curvatures from volume
fractions of a unit circle in 2d. Results for the second-order and fourth-
order discretizations are reported.

Az max error (2nd) max error (4th) avg. error (2nd) avg. error (4th)
1/16 0.0031 0.00104 0.0019 0.00016
1/32 0.0007 4.21E-5 0.0005 7.9E-6

TABLE 2. Convergence study for computing curvatures from volume
fractions of a unit sphere in 3d. Results for the second-order and fourth-
order discretizations are reported.

Az max error (2nd) max error (4th) avg. error (2nd) avg. error (4th)
1/16 0.050 0.03431 0.0035 0.00081
1/32 0.010 0.00060 0.0009 2.78E-5

changes sign. All volume fractions in the stencil, fi/ j» -, in which k" > k' > k are
set to fi/’jl,klfl.

3. Numerical validation of curvature discretization for a circle

We check our curvature discretization algorithm for a circle in 2d or a sphere in
3d. In 2d, we have a unit circle located at the point (2,2) in a 4 x 4 domain. In 3d,
we have a unit sphere located at the origin in a 2 x 2 domain. Symmetric boundary
conditions are used at the borders of the domain. As demonstrated by Tables 1
and 2, we get the appropriate order of accuracy for our high-order height fraction
curvature discretization schemes.

4. Parasitic currents

In this section we test our implementation of surface tension for the problem of a
static 2d drop with surface tension. The exact solution for such a problem is that
the velocity w is identically zero. In terms of the Ohnesorge number,
1
Oh =
VopD’

and assuming constant density and constant viscosity in the drop, the Navier
Stokes equations are,

Du 1 1

=-V Au —

Dt P*on™" " on
We assume the drop is surrounded by a constant pressure void. The numerical
simulation uses the second-order coupled levelset and volume-of-fluid (CLSVOF)
algorithm described in [20]. We investigate the maximum velocity of our numerical

xkVH.
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TABLE 3. Convergence study for static droplet with surface tension
(parasitic currents test). Maximum velocity at ¢ = 250 is shown. Oh =
12000. pr, = 1 and pe = 0. Results for the second-order discretization
of curvature and the fourth-order discretization are reported.

Ax max. velocity (2nd) max. velocity (4th)
1.0/32 1.4E-6 5.5E-7
1.0/64 1.5E-7 2.9E-8

method for varying grid resolutions at the dimensionless time ¢t = 250. The dimen-
sions of our computational grid are 1 x 1 with symmetric boundary conditions at
all boundaries. A one diameter drop is placed at the origin of our domain. Our tol-
erance for the pressure solver and viscous solver is 1.0 —12. In Table 3 we display
results of our grid refinement study for Oh = 12000. We used both the second-
order height fraction algorithm and the fourth-order height fraction algorithm for
calculating curvature. Our results indicate at least second-order convergence us-
ing both approaches. We remark that the overall results are not expected to be
4th-order accurate when using the 4th-order height fraction curvature discretiza-
tion since the underlying Navier-Stokes solver is second order. For a reference of
previous results for parasitic currents, we refer the reader to work by [16, 7]. Our
results using the fourth-order accurate curvature discretization algorithm crush
any doubt about the ability to calculate surface tension using the volume-of-fluid
method.

5. 2d axisymmetric test problems

In this section we validate the second-order height fraction curvature discretization
scheme for the problem of (1) surface tension driven drop oscillations, (2) Rayleigh-
capillary instability, and (3) steady bubble motion. The governing equations are
the Navier-Stokes equations for two phase flows,

DU

Py = V - (=pI 4+ 2uD) + pg2 — okVH (5.1)
V-U=0
D¢
pt Y

p=prH(®)+ pc(l— H(¢))
pw=prH(p) + pa(l — H(p))

H<¢>:{é 020
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TABLE 4. Convergence study for zero gravity drop oscillations v = 1/2.

Ar Ej;:rgplitude E(?Ziffgzmde
3/64 N/A N/A
3/128 0.00073 0.00174

3/256 0.00021 0.00054

We either use the second-order “single-phase” method described in [20] (pg = 0)
or the sharp interface “two-phase” method described in [11, 22] (pg = 0.001).

For the first problem (1), surface tension driven drop oscillations, we compute
the evolution of a drop in a void with a surface tension coefficient o = 1/2 and
initial perturbation of € = 0.05. Table 4 gives the successive errors in amplitude
as one refines the computational grid. In Figure 1, we plot the minor amplitude
versus time for the three different grid resolutions.

“32x32" ——
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096 - VAN “128x128" - |
/ B\

L L L L L L
0 05 1 15 2 25 3 35
time

FIGURE 1. Perturbation in minor amplitude for zero gravity drop os-
cillations. pr, = 1/50, v =1/2.

For the second problem (2), we calculate the break-up of a liquid jet (in
a void) due to capillary instability. The surface tension coefficient is ¢ = 1 and
the viscosity coefficient is p = 1/200. In Figure 2, we display the results of our
computations for the capillary jet as it breaks up. In Table 5, we measure the
relative errors for the interface and velocity field for grid resolutions ranging from
16x32 to 64x128.

For our third test problem (3), we compute the steady state shapes of a gas
bubble rising in a viscous Newtonian liquid. For comparison, we use the experi-
mental results found in [2] and [10] and computational results in [19].

As in [2] and [10], we present our computational results in terms of the
following dimensionless groups. The Reynolds number R, the E6tvos number Eo,
and the Morton number Mo are defined as follows

L L2 4
pLU Fo- Y U Mo ML

R= 3"
L o po

(5.2)
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TABLE 5. Convergence study for the Rayleigh capillary instability prob-
lem. Two-phase sharp interface method. ¢t = 80.

. avg
gI‘ld Einterface ELiquid Erin

Liquid
16x32 N/A N/A  N/A
32x64 3.87 277 0.014
64x128 0.62 0.84 0.003

t=100.0

t=40.0

F1cUre 2. Capillary Instability. Grid resolution is 64 x 128.

p is the liquid density, L is the bubble diameter, U is a characteristic velocity, ny,
is the liquid viscosity, ¢ is the surface tension, and ¢ is the acceleration of gravity.
A comparison of computed terminal bubble shapes versus previous computational
and experimental results are reported in Figure 3. Our comparisons include oblate
ellipsoidal cap bubbles studied by [2] (Eo = 243, Mo = 266, and R = 7.77 for
bubble figure 2(d) and Eo = 116, Mo = 5.51, and R = 13.3 for bubble figure 3(d)),
spherical cap bubbles studied by Hnat & Buckmaster [10] (R = 9.8, Mo = 0.065,
and C' = 4.95, where C' = (Vz/;)l/g ), and a disk-bubble studied by Ryskin & Leal

[19] (R = 100 and We = 10).

6. Conclusions

The “height fraction” approach for deriving curvature from volume fractions was
extended from second-order accurate to fourth-order accurate. The improved ac-
curacy was verified both analytically and through numerical tests. When applied
to the “parasitic currents” test, there was a factor of 5 improvement of the fourth-
order method over the second-order method. Besides developing a fourth-order
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FiGURE 3. Comparison of numerical results with experimental results
and previous computational results. Upper left: Bhaga & Weber (figure
2, bubble (d)). Upper right: Bhaga & Weber (figure 3, bubble (d)).
Lower left: Hnat & Buckmaster. Lower right: Ryskin & Leal.

height fraction technique for finding curvature, we also verified further the robust-
ness of using the second-order height fraction technique together with a 2nd-order
Navier-Stokes solver for problems such as the pinch-off of a liquid jet and the
steady rise of bubbles.
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