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Abstract

A unified method for simulating multiphase flows using an ex-
actly mass, momentum, and energy conserving Cell-Integrated Semi-
Lagrangian advection algorithm is presented. The deforming mate-
rial boundaries are represented using the moment-of-fluid method.
The new algorithm uses a semi-implicit pressure update scheme that
asymptotically preserves the standard incompressible pressure projec-
tion method in the limit of infinite sound speed. The asymptotically
preserving attribute makes the new method applicable to compressible
and incompressible flows including stiff materials; enabling large time
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steps characteristic of incompressible flow algorithms rather than the
small time steps required by explicit methods. Shocks are captured
and material discontinuities are tracked, without the aid of any ap-
proximate or exact Riemann solvers. Simulations of underwater explo-
sions and fluid jetting in one, two, and three dimensions are presented
which illustrate the effectiveness of the new algorithm at efficiently
computing multiphase flows containing shock waves and material dis-
continuities with large “impedance mismatch.”

1 Introduction

There are many applications in science and industry that necessitate the un-
derstanding of compressible, multiphase flows. Examples include underwater
explosions and implosions [55, 54, 17, 32], bubble dynamics [44, 35, 11, 1, 46],
shock wave lithotripsy [42, 30], atomization and spray in internal-combustion
engines [4, 9], aerobreakup [51], and laser induced melting [61, 43].

Since the development of the Implicit Continuous-Fluid Eulerian (ICE)
method [23] in the late 1960’s, there have been many new algorithms devel-
oped for simulating compressible multiphase flow [23, 18, 54, 44, 35, 60, 41,
32, 39, 19, 9, 22, 17, 11, 1, 12]. A summary of the key properties of algorithms
that have been developed for simulating compressible multiphase flows are
given chronologically in Table 1.
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Interface Interface Mass of Each Asymptotically
Authors Representation Treatment Material Conserved Preserving
Harlow and Lagrangian Finite Difference No Yes
Amsden[23] Particles Method
Fedkiw, Level-Set Ghost Fluid No No
et. al. [18] Method
Wardlaw and Arbitrary Lagrangian Front-Tracking Yes No
Mair [54] Eulerian+Remap
Saurel and Diffuse Interface Riemann Solver/ No No
Abgrall [44] Godunov
Koren, Level Set Finite Volume, No No
et. al. [35] Ghost Fluid
Yabe, Diffuse Interface Cubic Interpolated No Yes
et. al. [60] Profile
Nourgaliev, Level Set Characteristics No No
et. al. [41] Based Matching
Kadioglu, Level Set Ghost Fluid No Yes
et. al. [32] Method
Galera, Moment-of-Fluid Arbitrary Lagrangian Yes No
et.al. [19] Eulerian
Bo, Front Tracking Ghost Fluid No No
et. al. [9] Method
Gretarsson, Front Tracking Ghost Fluid Yes Yes
et. al. [22] Method
Farhat, Level Set, Two Phase Finite Volume - No No
et. al. [17] Riemann Solver Ghost Fluid Method
Chang, Level Set Riemann Solver/ Yes No
et. al. [11] Finite Volume
Gretarsson and Front Tracking Ghost Fluid Yes Yes
Fedkiw [21] Method
Aanjaneya, Level Set Ghost Fluid No Yes
et. al. [1] Method
Cheng and Lagrangian positivity preserving, Yes No
Shu [12] approx. Riemann solve

Table 1: Chronological listing of methods in compressible multiphase flows.

Asymptotic preservation is defined in the sense of Degond, et. al. [14].
If the method is expressed as a perturbation in terms of the sound speed,
such that in the limit as sound speed c2 → ∞, the incompressible pressure
projection method is recovered, then the method is said to be “asymptotically
preserving.”

It is demonstrated in articles as early as 1968 [23, 60, 32, 31, 22, 21, 1]
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that numerical algorithms for multiphase flow that have the asymptotically
preserving property are robust for computing solutions in which materials
with widely varying properties neighbor each other. This is because the
“monolithic” semi-implicit discretization for pressure leads to strong cou-
pling between all the materials. For example we validate our asymptotically
preserving method in section 6.8 for the buoyancy driven motion of a gas
bubble in water in which both the gas and water are governed by realis-
tic equations of state and realistic physical properties. We are not aware
of a non-asymptotically preserving method that can compute this problem.
Other important properties of our asymptotically preserving algorithm are
that our algorithm discretely enforces the divergence free constraint ∇·u = 0
in the infinite sound speed limit c → ∞ (i.e. our method is a volume pre-
serving method in the infinite sound speed limit), enables larger time steps,
and eliminates the need for customized Riemann solvers in order to track the
speed of discontinuities.

Often explicit numerical methods for computing compressible multiphase
flows implement a Riemann solver in order to determine the velocity of ma-
terial interfaces. The Riemann solver finds the interface velocity necessary
so that the pressure and normal velocity on either side of a material inter-
face is continuous at the new time step. In our formulation, we solve for the
new pressure and velocity by solving the Helmholtz equation for pressure;
solutions to the Helmholtz equation are sufficiently smooth so that the new
pressure and advective velocity will be continuous across different materi-
als. As we shall describe later in the paper, we apply a geometric constant
contact condition when interpolating pressure from cell centers to cell faces
which ensures that the new cell velocity is also continuous across material
interfaces at each time step.

Besides having the asymptotically preserving property, our method is cast
locally in conservation form in order to accurately compute the correct speed
of shock waves[11, 19, 54]. We find (see section 6.1) that our asymptoti-
cally preserving algorithm captures shock waves with comparable accuracy
as modern high order shock capturing schemes.

We note from Table 1 that few compressible multiphase flow methods are
asymptotically preserving. Those that are asymptotically preserving may
not conserve mass of each material individually, or may cast the problem in
non-conservative form.

There have been a number of recent single-phase methods that exhibit
the asymptotic preserving property in the limit of infinite sound speed[56, 58,
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59, 40, 36, 6]. The method introduced by Kwatra et al[36] stands out in that
they split, in a stable fashion, the Euler equations for gas-dynamics into an
advection part and pressure correction part without sacrificing conservation
or the asymptotically preserving property.

In our new algorithm, we are hybridizing the recent multimaterial, con-
servative, semi-Lagrangian developments presented by Galera et. al. [20, 19]
with the asymptotic preserving developments recently introduced by Kwa-
tra et. al. [36] in order to produce a novel method that simultaneously
captures correct shock speed and magnitude, sharply tracks material discon-
tinuities without the aid of Riemann solvers or mixed material pressure for-
mulations, and performs robustly in compressible and nearly incompressible
flow regimes. In our new algorithm, material discontinuities are represented
by the moment-of-fluid method[2, 16] making our algorithm well-suited to
deformational, multi-material flows.

We remark that Gretarsson et al[22, 21] describe conservative, asymp-
totically preserving algorithms for fluid-structure interaction. Our work
is different in that we implemented the Cell Integrated Semi-Lagrangian
(CISL) approach for discretizing the advective terms and we represent de-
forming boundaries by the moment-of-fluid method. We have taken the
CISL/Moment-of-Fluid approach because this approach should enable us to
extend our present algorithm to multiphase flows with any number of mate-
rials by making use of the volume preserving multimaterial moment-of-fluid
interface reconstruction algorithm[2, 16].

Our paper is organized as follows: Section 2 defines the governing equa-
tions, Section 3 presents the Multiphase Cell Integrated Semi-Lagrangian
(CISL) advection scheme, Section 3.1 discusses the Moment-of-Fluid inter-
face reconstruction algorithm, Section 4 discusses the multiphase pressure
correction scheme, Section 5 discusses the scheme used in order to stably
trace backwards along characteristics, and Section 6 presents various bench-
mark tests and novel numerical results.
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2 Governing Equations

We are solving the Navier-Stokes equations for multimaterial flows in which
there are M materials, m = 1, . . .M .

Fm

ρmFm

ρu
ρmEmFm


t

+∇·


Fmu
ρmFmu

u⊗ ρu + pI− τ(u)
((ρmEm + p)u− u · τ(u)− k∇T )Fm

 =


Fm∇ · u

0
Fbody

u · FbodyF
m


(2.1)

Fm is the volume fraction of material m, ρm is the density of material m,
ρmEm is the energy of material m, and u is the velocity. Tensor τ represents
the stress tensor (2.2):

τ(u) = 2µ

(
D − TR(D)I

DIM

)
D =

(∇u) + (∇u)T

2
DIM = 2 or 3 (2.2)

Force Fbody represents the body force. The thermal diffusivity, k, is taken to
be zero for this work.

The combined density is,

ρ =
M∑
m=1

ρmFm

Here, energy Em and internal energy emint are related such that Eqn. 2.3
holds.

ρmEm = ρmemint +
1

2
ρm|u|2 (2.3)

3 Directionally-Split Multiphase Advection

Following the work of Kwatra et al [36], we split the solution of (2.1) into two
parts: (1) advection and (2) semi-implicit pressure correction for momentum
and energy.

In contrast to Kwatra et al [36], we have developed a directionally split
Cell Integrated Semi-Lagrangian algorithm (CISL) for advection. Our CISL
algorithm, coupled with moment-of-fluid interface reconstruction, enables
sharp preservation of material interfaces, conservation of mass for each ma-
terial, and conservation of overall momentum and energy. We use CISL
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advection for multimaterial flows rather than alternative methods for its
inherent conservation of flow variables, straightforward manner of comput-
ing multiphase flows, and robustness in the presence of deformational flows
[20, 19].

Directionally split advection is performed using either a backtracing or
combined Eulerian-Implicit/Lagrangian-Explicit (EI-LE)[45] advection scheme.

3.1 Interface Reconstruction

Materials are separated by an interface Γ, which is represented with a piecewise-
linear interface reconstruction in each cell, Γi. After advection, a cell may
contain multiple materials. If this is the case, the location of the interface
must be reconstructed. Multiple methods exist for this procedure. The Level
Set Method is one such technique that tracks the location of an interface via
a signed distance function, with the zero contour denoting the material inter-
face. However, the method does not preserve volume in highly deformational
flows [8].

The Volume of Fluid Method corrects this problem by reconstructing a
material interface such that the volume fraction of material in the depar-
ture region is equal to the reconstructed volume fraction. The drawback of
volume-of-fluid style methods is that non-local data must be considered in
determining the orientation of the interface. In two dimensions, this may
involve all points in the surrounding 3× 3 stencil, depending on the method
used [8]. Additionally, reconstruction of more than two materials relies on
the “onion skin” model. In the moment-of-fluid method, the first interface
Γ1 in cell i denotes the boundary for material Ω1

i . The second interface Γ2 is
reconstructed such that materials Ω1

i and Ω2
i are contained in the region. In

general, Γm is reconstructed such that material regions Ω1
i through Ωm

i are
contained in the cut region. The moment-of-fluid technique allows for the
possibility of intersecting material interfaces. We note that the moment of
fluid reconstruction algorithm, while capable of reconstructing exactly multi-
material planar intersecting interfaces in an element, fails to reconstruct most
triple point configurations.

The Moment of Fluid Method tracks volume fractions (3.1) through ad-
vection, as does the volume of fluid method, but uses the centroid (3.2) of a
material region (i.e. the first moment) in determining the orientation of the
interface [16]. The interface is chosen as the piece-wise linear reconstruction,
Γmi (3.3), that exactly captures the volume fraction and minimizes error in
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the centroid. Centroid error can be interpreted as curvature in the interface,
which can be used as a condition for mesh refinement in AMR algorithms
[3].

Fm
i =

|Ωm
i |
|Ωi|

(3.1)

xmi =

∫
Ωm

i
xdΩ

|Ωm
i |

(3.2)

Γmi = {x|n̂mi · (x− xi) + bmi = 0 and x ∈ Ωi} (3.3)

Using the directionally split backtracing method in Section 3.3, a departure
volume for a cell is calculated using face velocities. Material in the departure
region is mapped into the cell of interest, undergoing expansion or compres-
sion based on the derivative of the face velocity. Reference volume fractions
(Fref ) and reference centroids (xref ) are then calculated in the cell of inter-
est. An interface Γ(n̂, b) cutting the cell will yield an actual volume fraction
(Fact) and actual centroid (xact), which are functions of the parameters n̂
and b. The optimal interface will satisfy (3.4):

(n̂, b) = arg min
n̂,b,|Fact(n̂,b)−Fref |=0

|xact(n̂, b)− xref | (3.4)

To limit numerical errors, volume fractions within a cut-off tolerance of
zero or one are truncated as in (3.5). The tolerance for our multidimensional
test problems was taken to be ε = 10−8. Also the volume fractions are
normalized to add to one (3.6).

Fm ←


0, Fm < ε

Fm, ε < Fm < 1− ε
1, Fm > 1− ε

m = 1, . . . ,M (3.5)

F =
M∑
m=1

Fm

Fm ←
Fm

F
(3.6)

In 1D, results using the moment of fluid method and volume of fluid
method will be identical. However, in higher dimension, the moment of fluid
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method has been shown to out perform the volume of fluid method on a
number of benchmark tests [16], [29]. In problems with more than two ma-
terials, the moment-of-fluid method has the ability to capture a triple point,
as well as more complex material configurations, and has been extended to
perform reconstruction in the presence of an arbitrary number of materials,
without overlapping interfaces [2]. Robustness and accuracy in the presence
of multiple materials can be improved by the Symmetric Moment-of-Fluid
interface reconstruction algorithm [25], which uses the moment information
of both the extracted and remaining material to find the optimal interface
configuration.

3.2 Reconstruction of conserved variables ρ, ρu and
ρE.

In each cell, Ωi, and for each materialm, we are given the density, momentum,
and energy,

Um
i ≡ (ρmi , ρ

m
i ui, ρ

m
i E

m
i ). (3.7)

ρmi and Em
i are given at material m’s centroid within the cell Ωi: xmi . xmi is

defined in (3.2). The velocity ui is given at the centroid of cell Ωi, xi, which
is defined as (3.8):

xi =

∫
Ωi

xdΩ

|Ωi|
. (3.8)

In our method, we define the reconstruction of Um
i as a piecewise linear

reconstruction. In order that our Semi-Lagrangian transport scheme exactly
preserve conservation of mass, momentum, and energy, we require that the
piecewise linear reconstruction of conserved quantities have the following
form:

Um
i (x) = (U ′)mi (x− xmi ) + Um

i . (3.9)

The slope in (3.9) is defined to be the MINMOD slope; the MINMOD slope
for the linear reconstruction of a scalar variable is (3.10):

U ′i =


0 if (Ui+1 − Ui)(Ui − Ui−1) ≤ 0

Ui+1−Ui

∆x
if |Ui+1 − Ui| < |Ui − Ui−1|

Ui−Ui−1

∆x
otherwise

(3.10)
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To perform backtracing advection, the departure region ΩD
i for a cell Ωi

is found. The departure region will intersect Ωi and can intersect neighbor-
ing cells, {Ωi′}. Figure 1 illustrates the reconstruction and CISL advection
of density. If density, momentum, and energy have a piecewise linear recon-
struction, Um

i (x) (3.9), and the time step is chosen such that no departure
region collapses to have zero volume, then the following 1D advection scheme
preserves overall mass, momentum, and energy:

Fm,n+1
i =

∑
i′

∫
ΩD

i ∩Ωi′

Hm,n,R
i′ (x)dΩ∑

i′
|ΩD

i ∩ Ωi′|
(3.11)

Um,n+1
i =

∑
i′

∫
ΩD

i ∩Ωi′

Hm,n,R
i′ (x)Um,n

i′ (x)dΩ

Fm,n+1
i |Ωi|

(3.12)

Hm,n,R
i (x) is a material indicator function for the moment of fluid recon-

structed interface in cell i. Referring to (3.3), we have,

Hm,n,R
i (x) =

{
1 n̂mi · (x− xi) + bmi ≥ 0 and x ∈ Ωi

0 otherwise
(3.13)

Remarks:

• For a cell cut by a material interface, Fm
i < 1 or Fm

i±1 = 0, we prescribe
the material m slopes in cell Ωi to be zero: (U ′)mi = 0.

• We have compared results when the slope for the reconstruction of
conserved variables is always prescribed to be zero versus when the
slopes are defined to be the MINMOD slope. See Figures 24 and 25.
We do not see much of a difference in the results so that in all of our
2D or 3D simulations, we prescribe the reconstructed slopes to always
be zero.
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Figure 1: Illustration of 1D CISL advection of density ρ. Material from the
departure region is advected to the target cell. The state variable and slope
are then reconstructed in the target cell to conserve mass in each material.
The dark and light shaded regions represent separate, immiscible materials.

3.3 Lagrangian Characteristic Tracing

In one dimension, we have implemented a backwards characteristic tracing
cell integrated semi-Lagrangian algorithm. See Figure 2. In two and three
dimensions, we have implemented a directionally split cell integrated semi-
Lagrangian algorithm in which we alternate between the backwards charac-
teristic tracing algorithm and the forward characteristic tracing algorithm.
In 2D, the advection algorithm follows the following pattern,
R sweep at tn Eulerian Implicit
Z sweep at tn Lagrangian Explicit
Z sweep at tn+1 Eulerian Implicit
R sweep at tn+1 Lagrangian Explicit
R sweep at tn+2 Eulerian Implicit . . .

The backward characteristic tracing algorithm is referred to as “Eulerian
Implicit” (EI) and the forward characteristic tracing algorithm is referred
to as “Lagrangian Explicit” (LE). Eulerian Implicit (EI) refers to backward
tracing advection which maps material from a departure region. Lagrangian
Explicit (LE) refers to forward tracing advection, which maps material to a
target region. We refer the reader to [45, 7] for the motivation of why we
have implemented the alternating EI and LE directionally split method for
simulating 2D and 3D multiphase flows.

We first describe the Eulerian Implicit (backwards tracing of characteris-
tics) algorithm illustrated in Figure 2. In 1D coordinates, a cell Ωi is defined
as follows:

Ωi =
[
xi−1/2, xi+1/2

]
. (3.14)
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The size of Ωi is

∆x ≡ |Ωi| = xi+1/2 − xi−1/2. (3.15)

We define the departure region ΩD
i for cell Ωi (3.17) as the solution to the

characteristic ODE (3.16) at time t = ∆t, with the initial position xface taken
at cell faces, and face velocity uface.{

dx
dt

= −uface
x(t = 0) = xface

(3.16)

Departure region ΩD
i represents a forward Euler approximation of the region

that will be mapped to cell i under advection.

ΩD
i =

[
xi−1/2 −∆tui−1/2, xi+1/2 −∆tui+1/2

]
(3.17)

Points in the departure region are then mapped to the cell of interest, or
“target cell,” under a linear mapping (3.18).

fi(x) = C
(
x− (xi−1/2 −∆tui−1/2)

)
+ xi−1/2 (3.18)

C =
|Ωi|
|ΩD

i |
=

1

1− ∆t
∆x

(ui+1/2 − ui−1/2)

The characteristic tracing method coupled with the mapping (3.18) from the
departure region to the target cell will cause compression/expansion when
the factor C 6= 1.

We now describe the Lagrangian Explicit (forward tracing of character-
istics) algorithm. For the forward sweeping advection strategy, material is
distributed from the departure cell to a “target region,” ΩT

i (3.19).

ΩT
i =

[
xi−1/2 + ∆tui−1/2, xi+1/2 + ∆tui+1/2

]
(3.19)

We refer the reader to Figure 3 for an illustration of the two dimensional,
EI-LE, directionally split cell integrated semi-Lagrangian method.
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xx

i+1/2 i+1/2i−1/2

x  − u   t∆
i−1/2

x  − u   t∆

i−1/2 i+1/2

i−1/2 i+1/2
u u

i

D
Ω

Figure 2: Characteristic backtracing, given face velocity ui±1/2. Departure
region ΩD

i for cell “i” is shown as the shaded region. A material region Ωm

is shown in light blue. The intersection of the material with the departure
region Ωm ∩ ΩD

i is shown as a darker blue.

Figure 3: Euler-Implicit/Lagrangian-Explicit directionally split, two sweep
scheme in 2D. Velocity is located at face centroids, shown as a dash. Left:
Backtracing is performed on the first sweep, and the interface is recon-
structed. Right: Forward tracing is performed on the reconstructed interface
for the second sweep. Departure region is shown as the shaded region. Ma-
terial m is shown as blue.

3.4 CISL Multiphase Advection

Without loss of generality, we describe the backwards tracing, Eulerian Im-
plicit, CISL Multiphase Advection algorithm. We refer the reader to Table
2 for the definitions of variables and symbols used in our description. Sup-
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pose that the domain contains M immiscible materials, referred to with a
superscript m. Discretely, assuming zero net flux across the boundaries, con-
servation of mass, momentum, and energy equates to satisfying (3.20) in each
material m, for reconstruction Un

i (x) in cell Ωi at time tn.

N∑
i=0

∫
Ωm,n

i

Um,n
i (x)dΩ =

N∑
i=0

∫
Ωm,0

i

Um,0
i (x)dΩ (3.20)

The region of material occupied by material m in a cell i is denoted by Ωm
i ,

so a cell may be written as the union of these material regions (3.21).

Ωj =
M⋃
m=1

Ωm
j (3.21)

When departure region ΩD
i (3.17) is intersected with the mesh, it must

be independently intersected with each material region. Assuming that the
materials stay in constant contact, we may write a cell Ωj as the union of
material domains within that cell (3.21). If at least two regions Ωm1

j and Ωm2
j

are non-empty, then cell Ωj is referred to as a “cut cell.”
This informs how to perform advection with multiple materials. A ma-

terial configuration in each cell is given at time tn. Volume fractions are
advected, and a moment-of-fluid interface reconstruction is performed as de-
scribed in Section 3.1. This defines the reconstructed material regions for
the cell of interest, Ωj at time tn+1.

1. Advect and Update volume fractions and moments for each material,
m. Volume fractions and centroid are computed after mapping material
forward, for correct moment computation in Cartesian and curvilinear
coordinates.

Fm,n+1
j =

∑
i′
|Ωm

i′ ∩ ΩD
j |∑

i′
|Ωi′ ∩ ΩD

j |
(3.22)

xm,n+1
j =

∑
i′

∫
Ωm,T

i′,j ∩Ωj

xdΩ

∑
i′
|Ωm,T

i′,j ∩ Ωj|
(3.23)

Ωm,T
i′,j is the image of Ωm

i′,j under the action of fj (3.18). In other words,

fj : Ωm
i,j → Ωm,T

i,j
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Ωm
j Region of cell Ωj occupied by material “m”

ΩD
j Lagrangian departure region (see Section 3.3)

for cell Ωj

Ωm,T
i′,i The image of region “m” in cell Ωi′ under the linear

mapping fi from the departure region ΩD
i to cell Ωi

Fm,n+1
j Fraction of material “m” in cell Ωj after

mapping from the departure region

xm,n+1
j Centroid of the region occupied by material “m” in Ωj after

all material is mapped from the departure region
Um,n
j Conserved variables, Um,n

j ≡ (ρm,nj , (ρu)m,nj , (ρE)m,nj ),
of material “m” in cell Ωj at time tn.

Um,n
j (x) Linear reconstruction (3.9) of conserved variables for

material “m” in cell Ωj at time tn.
ua
j Time advanced CISL solution to (ρu)t +∇ · (ρu⊗ u) = 0

for velocity in cell Ωj.
Em,a
j Time advanced CISL solution to (ρEm)t +∇ · (ρuEm) = 0

for specific energy for material m in cell Ωj.
ρm∗j Density of the material occupying the maximum

volume in cell Ωj

Table 2: Key for notation in the Cell-Integrated Semi-Lagrangian (CISL)
advection section. In general, sub-scripts refer to locations on the grid, and
super-scripts refer to material ID or time level.

2. Advect and Update conserved variables, U = (ρ, ρu, ρE), for Each
Material, m

Um,n+1
j =

∑
i′

∫
Ωm

i′ ∩ΩD
j

Um,n
i′ (x)dΩ

|Ωm,n+1
j |

(3.24)

3. Derive the advected velocity ua
j from the conserved variables

ua
j =

M∑
m=1

|Ωm,n+1
j |(ρu)m,n+1

j

M∑
m=1

|Ωm,n+1
j |(ρ)m,n+1

j

(3.25)

15



4. Derive the advected Total Energy Em,a
j and advected Internal Energy

for Each Material, m

Em,a
j =

(ρE)m,n+1
j

(ρ)m,n+1
j

(3.26)

em,aint,j = Em,a
j − 1/2|ua

j |2 (3.27)

5. The “advective pressure,” pa (3.28), and the “advective sound speed,”
(c2)a (3.29), are defined using the equation of state as a function of
the advective internal energy and advective density. The pressure in a
cut cell is taken as the equation of state evaluated for the material m∗

that occupies the largest volume fraction in the cell. Pressure is not
a conserved quantity, so it is neither necessary nor physically relevant
to use a conservative Semi-Lagrangian advection strategy to find pa.
Work by Gretarsson and Fedkiw [21] indicates that use of the equation
of state (EOS) reduces oscillation at a discontinuity, when compared
with a third-order accurate Hamilton-Jacobi ENO scheme for finding
the advective pressure.

paj = EOSm
∗
(em

∗,a
int , ρm

∗,n+1) (3.28)

c2 =

(
∂p(ρ, eint)

∂ρ

)
eint

+
p

ρ2

(
∂p(ρ, eint)

∂eint

)
ρ

(c2)a = c2(em
∗,a

int , ρm
∗,n+1) (3.29)

Remark: The following conditions for the backwards tracing of charac-
teristics CISL advection algorithm enable our method to conserve mass for
each material and conserve overall momentum and energy:

(a) The reconstructed materials in any given computational cell Ωi form a
tessellation of the cell and the reconstructed volume equals the reference
volume:

Ωi = ∪Mm=1Ωm
i , Ωm1

i ∩ Ωm2
i = ∅ m1 6= m2 |Ωm

i | = |Ω|Fm
i (3.30)

(b) The reconstruction of conserved variables for each material m satisfies,∫
Ωm

i

Um
i (x)dx = Um

i |Ωm
i |. (3.31)
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(c) The mapping functions fi derived from the face velocity must be defined
so that the regions ΩD

i ∩ Ωm
i′ form a tessellation of the computational

domain where i′ = i − 1, i, i + 1, m = 1, . . . ,M , and i ranges over all
the computational cells.

(d) The image of all the materially intersected regions, Ωi ∩Ωm,T
i′,i , also form

a tessellation of the computational domain where i′ = i − 1, i, i + 1,
m = 1, . . . ,M , and i ranges over all the computational cells.

We impose a linear mapping and piecewise linear interface reconstruction
which guarantees that materially intersected regions and their images are
polyhedral regions with straight edges. For future work, a higher order CISL
advection algorithm can be developed in which an unsplit advection algo-
rithm (instead of directionally split) is used, the interface reconstruction is
piecewise quadratic and the mapping functions are piecewise quadratic. The
key is that conditions (a)-(d) are satisfied.

4 Multiphase, Semi-Implicit Pressure Correc-

tion

The action of advection is separated from the pressure force terms in the
Euler equations as in [36]. Our numerical algorithm first finds the advected
quantities, velocity ua, density ρn+1, and total energy Ea using the CISL
advection algorithm described in section (3.4). Then our numerical method
defines the advective pressure pa (3.28), advective internal energy, ea (3.27),
and advective sound speed (c2)a (3.29) as follows:

ea = Ea − 1

2
ua · ua

pa = p(ρn+1, ea) (4.1)

(c2)a = c2(ρn+1, ea)
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As a last step, our numerical method solves the following pressure correction
equations:

un+1 = ua −∆t
∇P n+1

ρn+1
(4.2)

En+1 = Ea −∆t
∇ · (un+1P n+1)

ρn+1
(4.3)

P n+1 = p(ρn+1, ea) + ∆tρn+1(c2)a∇ · un+1 (4.4)

Equations (4.2) and (4.4) are decoupled by first taking the divergence of both
sides of (4.2) and substituting the resulting expression for ∇·un+1 into (4.4).
We arrive at the following equation for P n+1:

P n+1 − ρn+1(c2)a∆t2∇ ·
(
∇P n+1

ρn+1

)
= pa − ρn+1(c2)a∆t∇ · ua (4.5)

Once (4.5) is solved, the pressure correction is applied in (4.2-4.4).
The cell-centered advective velocity, ua

i , is an approximation to the cell-
integrated average of velocity over the cell Ωi. In order to discretize ∇ · ua,
the face-centered advective velocity, uai+1/2, is derived from ua

i in such a way
as to conserve momentum. The face centered advective velocity is the mass-
weighted interpolation of the cell centered advective velocity (4.6):

uai+1/2 =
uai ρi,R|Ωi,R|+ uai+1ρi+1,L|Ωi+1,L|

ρi+1/2|Ωi+1/2|
. (4.6)

Ωi,R is the right half control volume of cell i and Ωi+1,L is the left half control
volume of cell i+ 1. The face centered control volume Ωi+1/2 (4.7) is,

Ωi+1/2 = Ωi,R ∪ Ωi+1,L. (4.7)

See Figure 4.
The density over each half control volume is:

ρi,R =
1

|Ωi,R|

M∑
m=1

|Ωm
i ∩ Ωi,R|ρm,n+1

i (4.8)

ρi+1,L =
1

|Ωi+1,L|

M∑
m=1

|Ωm
i+1 ∩ Ωi+1,L|ρm,n+1

i+1 (4.9)
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i+1,L

Ω Ω
i i+1

Ω
i+1/2

Ω Ω
i,R

Figure 4: Left and right control volumes Ωi,R, Ωi+1,L, with face-centered
control volume Ωi+1/2. Cell centers are shown as dots, and cell faces are
shown as dashes.

The face centered density ρi+1/2 is defined as the mass in the half-cell
regions Ωi,R and Ωi+1,L divided by the volume of the face-centered control
volume Ωi+1/2, as in (4.10).

ρi+1/2 =
ρi,R|Ωi,R|+ ρi+1,L|Ωi+1,L|

|Ωi+1/2|
(4.10)

See Figure 5.
A finite volume-style discretization of (4.5) is used. Divergence terms are

integrated over the control volume Ω and divided by the magnitude of the
control volume. For smooth solutions, this will converge to the divergence
operator as the magnitude of the control volume goes to zero.

∇ ·
(
∇P
ρ

)
≈

∫
Ω

∇ ·
(
∇P
ρ

)
dx∫

Ω

dx
=

∫
∂Ω

(
∂P
∂n
/ρ
)
dx∫

Ω

dx
(4.11)

The pressure gradient at the cell face is discretized using centered differenc-
ing. The ∇ · ua term is handled similarly.

∇ · ua ≈

∫
∂Ω

u · n dx∫
Ω

dx
(4.12)
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ρ
2

i+1i
ρ

Figure 5: To compute the half cell density ρi,R and ρi+1,L in cut cells, the
moment-of-fluid reconstructed interface is used to determine the half cell
volume fractions Fm

i,R and Fm
i+1,L, so that one can derive ρi,R =

∑
m F

m
i,Rρ

m
i

and ρi+1,L =
∑

m F
m
i+1,Lρ

m
i+1.

In 1D, scheme (4.5) can then be written in fully discretized form (4.13):

P n+1
i − ρn+1(c2)ai∆t

2


(
Pn+1

i+1 −P
n+1
i

ρn+1
i+1/2

∆x

)
−
(
Pn+1

i −Pn+1
i−1

ρn+1
i−1/2

∆x

)
∆x

 =

pai − ρn+1(c2)ai∆t
uai+1/2 − uai−1/2

∆x
(4.13)

ρn+1(c2)a = ρn+1c2(em
∗,a

int , ρm
∗,n+1) (4.14)

Once the linear system, (4.13), is inverted in order to determine a provi-
sional pressure P n+1, the pressure correction terms are computed in order to
update the cell velocity un+1

i,j (4.2), face velocity (un+1
i+1/2,j, v

n+1
i,j+1/2) (4.2) and

energy En+1
i,j (4.3). In 1D, (4.13) yields a tridiagonal system that is solved us-

ing the Thomas algorithm. In higher dimensions, a Multigrid-Preconditioned
Conjugate Gradient method is used to solve the system [15].
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The face velocity, un+1
i+1/2, is updated as follows:

un+1
i+1/2 − uai+1/2

∆t
= −

P n+1
i+1 − P n+1

i

ρn+1
i+1/2∆x

(4.15)

The cell-averaged momentum and energy must be updated in a conser-
vative fashion, so that correct shock speeds are calculated. It is required to
interpolate the cell centered pressure to the cell faces. As in [36], we define
the momentum equation in each half cell region, Ωi,R and Ωi+1,L:

Dui,R
Dt

=
un+1
i,R − uai,R

∆t
= −

P n+1
i+1/2 − P

n+1
i

ρn+1
i,R ∆x/2

(4.16)

and
Dui+1,L

Dt
=
un+1
i+1,L − uai+1,L

∆t
= −

P n+1
i+1 − P n+1

i+1/2

ρn+1
i+1,L∆x/2

. (4.17)

Applying the constraint that the interface between cells must remain in con-
tact [36] implies

Dui,R

Dt
=

Dui+1,L

Dt
. Using this constraint and Eqn (4.16 - 4.17),

the pressure at the cell face Pi+1/2 can be found.

Pi+1/2 =
ρi,RPi+1 + ρi+1,LPi

ρi,R + ρi+1,L

(4.18)

The derivations of the half cell densities, ρi,R and ρi+1,L, are given by
(4.8) and (4.9).

With pressure defined at cell faces, we can conservatively update the
cell-averaged momentum and energy (4.19,4.20):

un+1
i − uai

∆t
= −

P n+1
i+1/2 − P

n+1
i−1/2

ρn+1
i ∆x

(4.19)

Em,n+1
i − Em,a

i

∆t
= −

(Pu)n+1
i+1/2 − (Pu)n+1

i−1/2

ρn+1
i ∆x

(4.20)

Remarks:

• A one parameter family of consistent “asymptotically preserving” nu-
merical methods for solving compressible multiphase flow problems can
be defined by replacing the pressure correction equation (4.4) with the
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following generalized pressure correction formulation parameterized by
β ≥ 1:

P n+1 = p(ρn+1, ea) + β∆tρn+1(c2)a∇ · un+1 β ≥ 1 (4.21)

In Figure 10 we report the sensitivity of results due to varying β for the
Sod shock tube benchmark problem; piecewise constant reconstruction
of conserved variables is implemented. Increasing β adds numerical
dissipation. For future research, we would like to determine the values
of β that guarantee a monotonicity preserving[24] method. Figure 10
indicates that β = 1 works the best, so that is the value that we use in
all of the simulations reported in this paper.

• In the limit of infinite sound speed, i.e. c2 → ∞, the pressure cor-
rection equations (4.2) and (4.4) reduce to the projection method for
incompressible flows (see e.g. Chorin [13]).

• In contrast to the pressure equation that one must solve for incom-
pressible flow, a solvability condition for (4.5) is unnecessary regardless
of the boundary conditions for P n+1.

• The modifications of our pressure correction algorithm in order to ac-
count for viscous and surface tension forces are as follows (validation
of our algorithm for computing multiphase flows with surface tension
and viscous forces are presented in sections 6.8 and 6.9):

1. Do the CISL advection step as outlined in (3.22-3.26).

2. Compute intermediate velocity u∗ and intermediate energy Em,∗

(m = 1 . . .M):

u∗ − ua

∆t
=
∇ · τ(ua)

ρn+1
(4.22)

Em,∗ − Em,a

∆t
=
∇ · (ua · τ(ua))

ρn+1
(4.23)

The viscosity coefficient at cell faces is

µi+1/2 =
|Ωi+1/2|∑M

m=1
1
µm

(
|Ωm

i ∩ Ωi,R|+ |Ωm
i+1 ∩ Ωi+1,L|

)
22



If the diffusion time step ∆tdiffuse associated with (4.22) is smaller
than ∆t, then a sub-cycling procedure is implemented for (4.22)
and (4.23) in which the sub-cycling timestep is chosen to be smaller
than ∆tdiffuse.

3. Calculate the conservative pressure correction for momentum and
energy the same as in (4.2-4.4) except for the following changes:

(a) replace ua with u∗ in (4.2).

(b) replace Ea with E∗ in (4.3).

(c) construct a temporary signed distance function, φ. φi,j is
the signed distance from the cell xi,j to the piecewise linear
(planar in 3D) moment of fluid reconstructed interface:

φi,j =

{
+|xi,j − xclosest| xi,j ∈ liquid
−|xi,j − xclosest| xi,j ∈ gas

(4.24)

See Figure 6. The algorithm for finding the exact signed dis-
tance is explained in [50].

(d) The surface tension force is discretized similarly as in [29] in
which the Ghost Fluid Method[34] is used. Below we describe
our procedure in the x direction, which has an analogous de-
scription in the y or z directions:

i. For the equation for P n+1
i in (4.13), the equation for Pi±1/2

in (4.18) when updating un+1
i in (4.19), the equation for

Pi±1/2 in (4.18) when updating Em,n+1
i in (4.20), and when

updating un+1
i+1/2 in (4.15), we replace P n+1

i±1 with,

P n+1
i±1 + σκi±1/2

H(φi±1)−H(φi)

∆x
, (4.25)

where σ is the surface tension coefficient, κi±1/2 is the
interfacial curvature (4.27) discretized using the height
function technique, and H(φ) is the Heaviside function,

H(φ) =

{
1 φ ≥ 0
0 φ < 0

(4.26)

ii. The level set height function method [5, 49] is used to
approximate the curvature. Referring to Figure 6, κi±1/2
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in (4.25) is approximated as follows:

κi±1/2 =

{
κi |φi| < |φi±1|
κi±1 otherwise

(4.27)

h′′ ≈ hi+1 − 2hi + hi−1

∆x2
h′ ≈ hi+1 − hi−1

2∆x
(4.28)

κi =
−h′′

(1 + (h′)2)3/2
(4.29)

Figure 6: Left: A temporary level set function φ is the exact signed distance
to the piecewise linear Moment-of-Fluid reconstructed interface. Right: The
level set height function method is used to approximate the curvature of the
interface. The square symbols are located at the zero crossings of φ; e.g.
hi = (1− θi,j+1/2)yj + θi,j+1/2yj+1 where θi,j+1/2 ≡ |φi,j |

|φi,j |+|φi,j+1| .

5 Fixed-Point Face Velocity Iterations

For a 1D single material problem, suppose the reconstructed slope is taken
to be zero in all cells, face velocity in a given cell is constant (ui±1/2 = c),
and the CFL number CFL = c∆t

∆x
< 1/2. Then, it can be shown that the

Cell-Integrated Semi-Lagrangian method is equivalent to the dissipative first
order Forward Euler method. However, if the face velocity is not divergence
free, and we use the face velocity computed from the previous time step,
un
face, in order to define the backward-traced characteristics (i.e. in order
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to define the departure volumes), then we observe instability manifested by
ringing at shocks. We have also observed instability for flows that are close
to incompressible.

We have found it critical to iterate at least once through a complete advec-
tion and pressure correction cycle in order to predict the advection velocity
at time t = tn+1. We remark that in the work of Gretarsson and Fedkiw[21],
they have implemented high order Runge-Kutta schemes which we think
achieves the same goal of defining an accurate time advanced prediction to
the advection velocity.

We have implemented a fixed point procedure in order to define the
backward-traced characteristics. Let superscript k denote the state variable
at the kth fixed-point iteration. Iteration u

n+1,(0)
face is defined as unface.

1. Un+1,(k+1) = ADVECT(Un, u
n+1,(k)
face )

2. ua,(k) = (ρu)n+1,(k+1)

(ρ)n+1,(k+1) , Ea,(k) = (ρE)n+1,(k+1)

(ρ)n+1,(k+1) .

3. pa,(k) = EOS(ρn+1,(k+1), e
a,(k)
int )

4. u
n+1,(k+1)
face , un+1,(k+1), En+1,(k+1), P n+1,(k+1) =

PRESSURE CORRECTION(pa,(k), ρn+1,(k+1), ua,(k))

5. Set k = k + 1.

Our numerical tests indicate that while the diffusion associated with the
fixed-point procedure causes a slight loss of sharpness at the shock front, the
resulting solution exhibits much lower total variation, which is a physically
desirable characteristic [37]. Convergence in the error of the fixed-point it-
eration is observed for shock tube problems after only two iterations. This
fixed-point method is applied in multiple dimensions too, always using just
two sweeps. Results for the Spherical Explosion Shock (Sec. 6.5) exhibited
much less oscillatory behavior when using multiple sweeps. Results for the
Spherical Explosion Shock and Oscillating Water Column demonstrate cor-
rect shock/interface speeds in both high and low Mach number problems.
We demonstrate shock resolution using our first order temporal discretiza-
tion that is comparable in accuracy to methods that use high order shock
capturing techniques.
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The reduction in numerical oscillations by using un+1 instead of un in
(5.1) can be explained by looking at the leading order terms in the error for
pressure for the following semi-discrete method:

Dρ

Dt
= −ρ∇ · un+1 (5.1)

Du

Dt
= −∇p

n+1

ρ
De

Dt
= −p

ρ
∇ · un+1

Dp

Dt
= pρ

Dρ

Dt
+ pe

De

Dt
= −ρc2∇ · un+1 =

−ρc2∇ · (ua −∆t
∇pn+1

ρ
) =

−ρc2∇ · ua + ∆tρc2∇ · ∇p
n+1

ρ
. (5.2)

The term in (5.2),

∆tρc2∇ · ∇p
n+1

ρ
, (5.3)

is a numerical diffusive term for the pressure equation,

Dp

Dt
= −ρc2∇ · u + ∆tρc2∇ · ∇p

n+1

ρ
. (5.4)

6 Numerical Results

The acoustic time step ∆tu+c is chosen according to the following scheme.

∆tn+1
u+c =

∆t∗ = CFL ∆x
max

i
(|ui|+ci) , ∆t∗ ≤ cmax ·∆tn

cmax ·∆tn, otherwise
(6.1)

The advective time step ∆tu does not consider the sound speed:

∆tn+1
u =

∆t∗ = CFL ∆x
max

i
(|ui|) , ∆t∗ ≤ cmax ·∆tn

cmax ·∆tn, otherwise
(6.2)
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The factor cmax denotes the maximum allowed increase in the time step
from one step to the next. For all tests presented, we set cmax equal to
1.025.

The initial time step at t = 0, ∆t0, is defined as follows:

• We calculate ∆t0 either using the advection time step,

∆t0u = CFL
∆x

max
i

(|ui|)
, (6.3)

or the acoustic time step,

∆t0u+c = CFL
∆x

max
i

(|ui|+ ci)
. (6.4)

• We shrink ∆t0 by a factor of init shrink:

∆t0 ← init shrink∆t0 (6.5)

The factor init shrink accounts for the fact that we do not know a
priori what the time step should be, especially in the case when an
initial pressure gradient is prescribed and the initial velocity is zero.
The value init shrink = 0.1 is used in all of our simulations.

For single dimensional problems, a uniform grid is used, but for multi-
dimensional test problems, we use dynamic block structured adaptive mesh
refinement in order to define the computational grid [48, 47] (AMR). A com-
putational domain that is organized using AMR is made up of a hierarchy
of adaptive levels ` = 0, . . . , `max with each level being the union of disjoint
rectangular grids. Level ` = 0 is the coarsest level and the mesh size on each
finer level is half the mesh size of the preceding level, ∆x`+1 = ∆x`/2.

Referring to figure (7), filled circles represent cells or faces not hidden
by a finer mesh. Open circles are either hidden coarse level cells or faces or
fictitious fine grid cells. The solution at cells or faces corresponding to open
circles are interpolated from the solution at cells or faces corresponding to
filled circles. Coarse and fine levels are synchronized by “averaging down”
the fine level solution onto the coarser level. For example, the hidden coarse
grid cell value at cell “3” is the volume weighted average of the finer level cells
“5,” “6,” “7,” and “8.” It could be that the stencil for the fine level cell “6”
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includes the fictitious fine level cell “9.” In this case, the fictitious cell “9”
value is interpolated from the coarse level values at cells “1,” “2,” “3,” and
“4.” The algorithm used for interpolating volume fraction and moment data
from coarse levels to fine levels, and the algorithm used for averaging down
volume fraction and moment data from fine level cells to hidden coarse level
cells is identical to that reported in [29]. Density, momentum, and energy are
interpolated from coarse to fine levels using piecewise constant interpolation.
In order to maintain conservation at coarse/fine boundaries when implement-
ing our CISL advection algorithm, we solve (3.22-3.26) in fictitious fine grid
cells (dashed cells in Figure 7) and then replace the underlying coarse grid
solution (cells “1” and “2”) with the appropriate mass/volume weighted av-
erage of the fictitious fine grid solution.

The discretization of the pressure correction equation (4.13) requires the
initialization of fine grid ghost cell values (e.g. cell “9”). This is achieved by
bilinear interpolation of points “1,” “2,” “3,” “4.” Cells “3” and “4,” since
they are hidden by the finer level, are first initialized as the volume weighted
average of the pressure from the appropriate fine level cells. ∇p/ρ at face
“12” is defined as the area weighted average of ∇p/ρ at faces “10” and “11.”

Let Lbilinearp represent the linear operator on the AMR grid in which
bilinear interpolation is used to define ghost pressure values at a coarse/fine
grid boundary. Lbilinear is not a symmetric operator so that we cannot
directly use the multigrid preconditioned conjugate gradient for inverting
Lbilinear. Instead we have implemented the following algorithm for solving

Lbilinearp = b.

Given p(0), r(0) = b− Lbilinearp
(0), k = 0

1. solve Lpiecewise constantδp = r(k) using the AMR multigrid precondi-
tioned conjugate gradient method. The matrix operator associated
with piecewise constant interpolation at coarse/fine grid boundaries,
Lpiecewise constant, corresponds to a symmetric matrix so that the
Preconditioned Conjugate Gradient method is guaranteed to converge.

2. p(k+1) = p(k) + δp, r(k+1) = b− Lbilinearp
(k+1)

3. k = k + 1, if not converged, go back to step 1.
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Figure 7: Illustration of a coarse/fine interface on an AMR grid. Filled circles
represent cells or faces not hidden by a finer mesh. Open circles are either
hidden coarse level cells or faces or fictitious fine grid cells.

6.1 One Dimensional, Single Phase, Shock Tube and
Shock-Turbulence Interaction Test Problems

We test our new algorithm on the Sod and Strong Shock Tube test problems
and on a shock/turbulence interaction test problem (see section 4.6 of [28]).
In each case, the gas is governed by the ideal gas equation (6.6) with γ = 1.4
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and we prescribe zero viscosity.

p = (γ − 1)ρeint (6.6)

For the Sod and Strong Shock Tube problem, and the shock-turbulence in-
teraction problem, the time step was determined from the acoustic time step
(6.1) with CFL= 1/2. In other words the time step

∆t =
1

2

∆x

maxi(|ui|+ ci)

was used. For the Sod shock tube problem (6.7), we also report results when
the acoustic time step with CFL= 1.5 is used.

The initial conditions for these three shock wave test problems are:

Sod Shock tube

(ρ(x, 0), u(x, 0), p(x, 0)) =

{
(1, 0, 1), x ≤ 0.5

(0.125, 0, 0.1), x > 0.5
(6.7)

Strong Shock tube

(ρ(x, 0), u(x, 0), p(x, 0)) =

{
(1, 0, 1010), x ≤ 0.5

(0.125, 0, 0.1), x > 0.5
(6.8)

Shock-Turbulence interaction

(ρ(x, 0), u(x, 0), p(x, 0)) =

{
(3.857148, 2.629369, 10.333333), 0 ≤ x ≤ 1

(1 + 0.2 sin(5x− 5), 0, 1), 1 < x < 10

(6.9)

For the shock tube test cases, the error EN and rate of convergence pN
are reported for density in Table 3; we use the analytical solution of the gas
dynamics equations for a perfect gas as the reference solution to the Riemann
problem. The error EN is the L1 error and is defined as,

EN =
N−1∑
i=0

|ρi − ρexact(xi)|∆x. (6.10)

xi = (i+ 1/2)∆x (6.11)
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The rate of convergence is defined as

pN = log2 |
EN/2
EN
| (6.12)

N Sod EN Sod pN Sod EN Sod pN Strong EN Strong pN
CFL= 0.5 CFL= 0.5 CFL= 1.5 CFL= 1.5 CFL= 0.5 CFL= 0.5

50 1.875e-02 – 2.126e-02 – – –
100 1.174e-02 0.676 1.417e-02 0.586 2.308e-02 –
200 7.291e-03 0.687 1.031e-02 0.458 1.326e-02 0.800
400 4.406e-03 0.726 6.938e-03 0.572 7.889e-03 0.749
800 2.634e-03 0.743 4.415e-03 0.652 4.607e-03 0.776
1600 1.592e-03 0.726 2.785e-03 0.665 2.761e-03 0.739

Table 3: L1 error EN and convergence rate pN for density for the Sod Shock
Tube problem at t = 0.15 (6.7) and the Strong Shock Tube problem at
t = 0.12 (6.8). A linear MINMOD reconstruction for all conserved variables
is used.

In Figures 8 through 14, we plot the solutions for the two shock tube
problems (Sod t = 0.15, Strong t = 2.5E − 6) and for the shock-turbulence
interaction problem (t = 1.8). We capture the correct shock speed and shock
strength under grid refinement for these test problems. The errors reported
in Table 3 show that the rate of convergence is about p = 3/4 which is
expected for a shock-capturing method.

Remarks:

• non-conservative schemes fail for this problem, due to their inability to
correctly compute shock speeds [58].

• While the density jump for the Strong Shock tube problem at the
material interface (see Figure 11) is not captured as sharply as in [21],
less oscillation is observed at the head of the rarefaction wave.

• For the Sod shock tube problem, we illustrate the sensitivity of re-
sults due to different values for CFL; see Figure 9. Discontinuities are
smeared as ∆t is increased beyond the acoustic time step constraint.
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• Also for the Sod shock tube problem, we illustrate the sensitivity of
results due to different values for β (4.21); see Figure 10. Discontinuities
are smeared as β is increased beyond β = 1.

• For the shock-turbulence interaction problem, our method does not
capture the shock ringing that appears downstream of the shock as
well as the method developed in [28]. Although our method converges
under grid refinement, the grid required to approximate the waves im-
mediately downstream of the shock with a given accuracy is about twice
as fine as in [28]. While our method performs worse in the smooth os-
cillatory regions, our method does capture the shock wave with a com-
parable number of grid points when compared to [28]. In our Figure
14 we show 3-4 cells spanning the shock transition region. In Figures
15-18 of [28], there are 2 cells spanning the shock transition region. The
algorithm of [28] stores both the volume integrated average (VIA) and
point value (PV) for the conserved variables, which means there are
about 4 degrees of freedom, same as with our algorithm (irrespective
of grid resolution), spanning the shock transition region.
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Figure 8: Sod Shock Tube at time t = 0.15. The solid line indicates the
analytical solution to the Riemann problem. The dotted line is the refer-
ence solution for N=400 cells. A linear MINMOD slope reconstruction for
conserved variables is used.
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Figure 9: Velocity for the Sod Shock Tube at time t = 0.15. The solid
line indicates the numerical results using the acoustic time step constraint
with CFL= 0.5 and the dashed line represent the results using CFL= 1.5.
The number computational cells is N = 400. A linear MINMOD slope
reconstruction for conserved variables is used.
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Figure 10: Effect of β (4.21) on the simulation results for the Sod shock tube
test problem at time t=0.15. Piecewise constant reconstruction is used for
all conserved variables. The acoustic time step constraint with CFL= 0.5
is used. N = 400. The blue curve corresponds to β = 1, green β = 2, red
β = 5, and black β = 10.
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Figure 11: Strong Shock Tube at time t = 2.5E-6. The solid line indicates the
analytical solution to the Riemann problem. The dotted line is the reference
solution for N=400 cells. A linear MINMOD slope reconstruction for all
conserved variables is used.
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Figure 12: Shock-Turbulence interaction at time t = 1.8. Results for five
different grid resolutions are compared: N = 400 (yellow), N = 800 (green),
N = 1600 (red), N = 3200 (blue), and N = 6400 (black). A linear MINMOD
slope reconstruction for all conserved variables is used.
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Figure 13: Shock-Turbulence interaction at time t = 1.8. Zoomed in view just
downstream of the shock wave. Results for five different grid resolutions are
compared: N = 400 (yellow), N = 800 (green), N = 1600 (red), N = 3200
(blue), and N = 6400 (black). A linear MINMOD slope reconstruction for
all conserved variables is used.
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Figure 14: Shock-Turbulence interaction at time t = 1.8. Zoomed in view
at the shock wave. Results for four different grid resolutions are compared:
N = 800 (green), N = 1600 (red), N = 3200 (blue), and N = 6400 (black).
A linear MINMOD slope reconstruction for all conserved variables is used.
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6.2 Face Velocity Fixed Point Iterations

The error and total variation (6.13) associated with using multiple advec-
tion+pressure correction sweeps in order to predict an accurate, time ad-
vanced, face velocity is displayed in Table 4. Results are shown for 400 cells,
with error taken in density.

TV =
N∑
i=1

|ρi − ρi−1| (6.13)

Results for L1 error and Total Variation for the Sod and Strong Shock tube
tests, shown in Table 4, indicate that the fixed point iteration has converged
after 4 iterations. However, the relative difference in L1 error between using 5
fixed point iterations and 2 fixed point iterations is less than 3%. Because the
cost of performing additional fixed point iterations is large (for each sweep,
all materials are transported and the pressure equation must be solved), and
the change in the overall solution is small, only two fixed point iterations are
used for all other results presented in this work. Figures 15 - 16 show the
convergence of the solution under the fixed point iteration, with results for
2 and 3 iterations are visually indistinguishable.

Sod Strong
Sweeps L1 Error TV L1 Error TV

1 3.874e-03 0.914 6.917e-03 1.807
2 4.406e-03 0.882 7.889e-03 1.750
3 4.406e-03 0.882 7.921e-03 1.748
4 4.407e-03 0.882 7.924e-03 1.748
5 4.407e-03 0.882 7.924e-03 1.748

Table 4: Errors and Total Variation for Sod and Strong Shock Tube problems,
taken at final times t = 0.15, 2.5E-6 respectively.
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sweeps. Green denotes one sweep, red denotes two sweeps, and blue denotes
three sweeps. The right figure is zoomed to show overshoot at the shock
front. A linear MINMOD slope reconstruction for all conserved variables is
used.
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Figure 16: Strong Shock Tube at time t = 2.5E-6 using various fixed-point
iteration sweeps. Green denotes one sweep, red denotes two sweeps, and
blue denotes three sweeps. The right figure is zoomed to show overshoot at
the shock front. A linear MINMOD slope reconstruction for all conserved
variables is used.
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6.3 Oscillating Water Column

A one-dimensional tube with reflecting boundaries at the left and right ends
is considered. A column of inviscid water occupies the middle of the tube,
with inviscid air on either end (Fig. 17). At time t = 0, water begins moving
from left to right with velocity one, compressing the gas to the right and
expanding the gas to the left. This causes a difference in pressure across
the system, which leads the material to decelerate, stop, and then accelerate
moving from right to left. The equation of state (6.14) is used to govern both
materials, with the appropriate coefficients taken for air and water.

U = 0 U = 0

Air Air

+x−xw w−1 +1

Water

U=1

0

Figure 17: Initial configuration of the oscillating water column problem.
Movement of the water compresses the air, causing flow to slow down and
reverse direction.

p+Bpref

(1 +B)pref
=

(
ρ

ρref

)γ

(6.14)

As in Koren, et. al. [35] and Kadioglu, et. al. [32], the coefficients are taken
as Bw = 3000, Ba = 0, ρref,w = 1, ρref,a = 0.001, γw = 7, γa = 1.4, pref,w =
pref,a = 1, and xw = 0.1 where the subscripts “w” and “a” correspond to
water and air respectively. Initially, p = 1 in both the air and the water. To
be consistent with Kadioglu et al, the acoustic time step (6.1) with CFL = 3
is used. At the very first time step, the velocity in the gas cells directly
adjacent to the interface is initialized to one as well. A non-conservative
momentum update is applied at cells adjacent to the walls. The update

un+1
0 =

ρ0,R|Ω0,R|ua0
ρ0,R|Ω0,R|+ ρ0,L|Ω0,L|

(6.15)

un+1
N−1 =

ρN−1,L|ΩN−1,L|uaN−1

ρN−1,R|ΩN−1,R|+ ρN−1,L|ΩN−1,L|
(6.16)
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is used at the walls in cells i = 0, N−1 rather than (4.19). Updating velocity
at the wall using (4.19) can result in spurious ringing. Mass is conserved in
both water and air to order O(10−12). The maximum fluctuation in the
volume of the water column is 0.10%.
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Figure 18: Pressure at the ends of the oscillating water column. The blue
line indicates pressure at the right end, red indicates pressure at the left end.
A linear MINMOD slope reconstruction for all conserved variables is used.

Results are shown in Figure 18, for resolution N = 160. Note that the
amplitude and frequency of oscillation agree with the results shown in Koren
and Kadioglu. This result is novel, in that it does not make the assumption of
spatially uniform density in the gas region, or that the gas is adiabatic. Even
though both materials are taken to be fully compressible, the total fluctuation
of the volume of the water column is less than ∆x/50. Additionally, there is
no mass loss for either material, up to machine precision.

6.4 1D JWL Shock Tube

A tube contains an inviscid gas governed by the Jones-Wilkins-Lee (JWL)
equation of state (6.18) and inviscid water, taken to be governed by the Tait
equation of state (6.17), as in Wardlaw [55]. The Tait equation of state makes
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the assumption that water is adiabatic. A lower bound is added to (6.17) in
order to account for cavitation in the liquid. If density falls below the cutoff
value ρc , then the sound speed is computed using the cutoff density.

p =

{
B
((

ρ
ρ0

)γ
− 1
)

+ A, if ρ > ρc

pc, otherwise
(6.17)

A = 1.0 × 106 d/cm2, B = 3.31 × 106 d/cm2, γ = 7.15, ρ0 = 1.0g/cm3,
ρc = 1.0− 4.225× 10−5 g/cm3, and pc = 220.2726 d/cm2.

The Jones-Wilkins-Lee (JWL) equation of state (6.18) is a model of ex-
plosive gas, relating pressure to density and energy.

p = A

(
1− ωρ

R1ρ0

)
exp

(
−R1

ρ0

ρ

)
+B

(
1− ωρ

R2ρ0

)
exp

(
−R2

ρ0

ρ

)
+ ωρeint

(6.18)
A = 5.484×1012 d/cm2, B = 0.09375×1012 d/cm2, R1 = 4.94, R2 = 1.21,

ω = 0.28, and ρ0 = 1.63.
The initial conditions in the JWL gas and water are given by (6.19)

and (6.20) respectively. The simulation is stopped before the flow interacts
with the boundary. Units are in CGS. The acoustic time step (6.1) with
CFL = 1/2 was used.

JWL(x ≤ 200): ρ = 1.63, eint = 4.2814× 1010, u = 0, p = 7.81× 1010(6.19)

Water(x > 200): ρ = 1.0, eint = N/A, u = 0, p = 1.00× 106 (6.20)

Results are shown at resolution N = 400 for comparison with Wardlaw
[55]. A slight overshoot at the shock front can be seen. Mass in the liquid
and gas regions is conserved to O(10−12). A comparison can be made to the
shock capturing method of Fedkiw, et. al [18], which eliminates the overshoot
at the shock front by extrapolating material to a “ghost cell.”
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Figure 19: Results for the JWL-Tait shock tube at time t = 0.125. The ma-
terial interface is shown as a circle. A linear MINMOD slope reconstruction
for all conserved variables is used.

6.5 Spherical Explosion Shock

An underwater blast is simulated by initializing a stationary inviscid JWL
bubble (6.18) surrounded by inviscid liquid taken to follow the Tait equation
of state (6.17), as in Wardlaw [55]. The problem is cast in 1D spherical
coordinates. A bubble of JWL gas with radius 16 cm. is initialized at the
center of the spherical mesh. Initial conditions for the JWL bubble (6.19)
and the surrounding liquid (6.20) are taken the same as the JWL shock tube.
The acoustic time step (6.1) with CFL = 1/2 was used.

The pressure difference at the interface results in a right-moving shock,
left-moving rarefaction, and right-moving contact discontinuity. Pressure
drops in the bubble, until a critical stage is reached, when the difference in
pressure between the interface and the center of the bubble causes a left-
going shock to form. The shock reflects off of the internal wall and reshocks
the interface. Euler’s equations are cast in spherical coordinates, as in [33].
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6.5.1 Spherical Lagrangian Characteristic Tracing

The ODE that governs characteristic backtracing (3.16) is modified for spher-
ical coordinates. Let α denote the foot of a characteristic, uf denote a face
velocity, and rf denote radius at the face of a cell. Then, the departure region
for a cell is defined by the solution to (6.21) at time t = ∆t.

dα(t)

dt
= −

ufr
2
f

α2

α(0) = rf

(6.21)

A linear mapping is applied to map points in the departure region ΩD

to points in the target cell, as in Section 1. The coefficient Cr, the spherical
analogue of C (3.3), is computed as

Cr =
∆r

αi+1/2 − αi−1/2

. (6.22)

f(r) = Cr
(
r − αi−1/2

)
+ ri−1/2 (6.23)

A discretely divergence-free face velocity in spherical coordinates does
imply that C = 1, i.e. that |ΩD| = |Ω|, so a constant field is preserved under
a divergence-free face velocity in a single material. This does not hold for
multiple materials. Because the mapping from the departure region to the
target region is linear, contributions from individual cell may undergo ex-
pansion or compression, but the errors cancel in computing the cell-averaged
value. If an interface cuts the departure region, the individual liquid and gas
regions will feel these effects separately, and the errors will not cancel. Hence,
a divergence-free velocity will result in slight compression/expansion at the
interface. See Fig. 20. A version of (6.21) can be formulated, with an asso-
ciated mapping, that has the same departure region and exactly preserves a
constant field under a divergence-free face velocity.

dα(r, t)

dt
= −

Ar +B

α2
(6.24)

Mapping points from the departure region to the target cell then requires
solving for the roots of a depressed cubic for each point. In 2D, a similar
technique in cylindrical coordinates maps a polygonal domain in a departure
region to a curved figure in the target region, which introduces errors with
the volume and moment computations of the Moment of Fluid method.
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Figure 20: Left: Departure region (dotted box) with interface Γn is mapped
to the target cell under a divergence-free face velocity. Right: Reconstructed
interface Γn+1 according to linear mapping (solid curve), and true interface
(Γ′)n+1 (dotted curve) mapped with the analytic, divergence-free velocity.

Numerical tests for the spherical explosion shock demonstrated very sim-
ilar behavior in interface location and shock speed between the two methods.
As such, the linearity preserving mapping (6.23) is used for problems in
spherical coordinates.

6.5.2 Spherical Explosion Shock in 1D Spherical coordinates

A comparison is made to the benchmark results in Wardlaw [55], with the
simulation terminated at time 5.0E-4 seconds. The domain is taken to be
of size 256 cm, so that the external boundary does not interfere with the
simulation. The internal boundary condition is taken to be a wall, discretized
as in (6.15). State variables at the final time are shown in Fig. 21, with the
interface denoted by an open circle. Resolution is N = 512 cells.

Finest ∆x Shock Peak Bubble Position Number of Time Steps
1/2 1.6446E+9 41.067 522
1/4 1.7550E+9 41.139 1054
1/8 1.8279E+9 41.181 2123

Table 5: Data for the Spherical Explosion Shock in 1D Spherical coordinates
(Sec. 6.5), with piecewise constant reconstruction for all conserved quantities,
two backward sweeps.

Convergence of the solution at the shock in the gas and liquid regions
is shown in Figures 22 - 23. Results are shown for density with resolution
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Figure 21: Results for the JWL-Tait spherical explosion shock at time t =
5.0E − 4 sec. The open circle in each image denotes the location of the
material interface. Resolution is N = 512 cells. A linear MINMOD slope
reconstruction for all conserved variables is used.

Finest ∆x Shock Peak Bubble Position Number of Time Steps
1/2 1.6535e+9 41.086 573
1/4 1.7611e+9 41.150 1106
1/8 1.8328e+9 41.187 2177

Table 6: Data for the Spherical Explosion Shock in 1D Spherical coordinates
(Sec. 6.5), with linear MINMOD reconstruction for all conserved quantities,
two backward sweeps.

varying from N=256 to N=4096. First order convergence is observed in the
magnitude and location of the shock from Table 5. The results are consistent
with the expected results for a shock capturing method. Our results do not
exhibit spurious oscillations at the shock front.

Our results are novel in that we have developed a conservative, shock-
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Figure 22: Convergence of density at the shock in the JWL bubble region for
the Spherical Explosion Shock at time t = 5.0E − 4 sec. The colors denote
the following resolution: Green N=256, Purple N=512, Red N=1024, Blue
N = 2048, Black N = 4096.

capturing method on a fixed grid to simulate the underwater blast. Unlike
Kadioglu [32], the JWL gas is not assumed to be spatially uniform in density
and adiabatic. The grid is not deformed with the material interface or fit
to the shock, as in Wardlaw [54]. Agreement in location of the material
interface, shock location, and magnitude of pressure at the shock front is
observed between our results and Wardlaw’s benchmark results. Scaling is
performed in the computation of characteristics (6.21) and in integration over
control volumes to reduce the severity of round-off errors. The relative mass
error is O(10−13) in the JWL gas and O(10−10) in the water. The discrepancy
is attributed to round-off error, in that the gas occupies the interior of the
domain, where control volumes are much smaller than those toward the edge
of the mesh.

Remarks:
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Figure 23: Convergence of density at the shock in the Tait liquid region for
the Spherical Explosion Shock at time t = 5.0E − 4 sec. The colors denote
the following resolution: Green N=256, Purple N=512, Red N=1024, Blue
N = 2048, Black N =4096.

• Approximate first order convergence in bubble position and magnitude
of the pressure shock is observed from Table 5.

• In Figures 24 and 25 we compare the shock resolution of our algorithm
when first order slope reconstruction is used versus MINMOD slope
reconstruction (3.10). Since we do not see much of a difference in the
results, we prescribe the reconstructed slopes to always be zero for our
2D and 3D simulations.
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Figure 24: Underwater Spherical Explosion Shock test problem: a compari-
son between the MINMOD slope reconstruction (solid black line) and piece-
wise constant reconstruction (dotted line) for capturing the shock wave in
the JWL gas region at time t = 5.0E − 4 sec. The resolution is N = 512.
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Figure 25: Underwater Spherical Explosion Shock test problem: a compari-
son between the MINMOD slope reconstruction (solid black line) and piece-
wise constant reconstruction (dotted line) for capturing the shock wave in
the Tait liquid region at time t = 5.0E − 4 sec. The resolution is N = 512.
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6.6 Spherical Explosion Shock in 3D axisymmetric co-
ordinates (RZ)

The initial conditions in cylindrical coordinates for the JWL explosive ma-
terial (6.19) and for the surrounding liquid (6.20) are identical to the initial
conditions in sections (6.4) and (6.5). Reconstruction of density, momentum,
and energy in each cell is taken to be first order (i.e. piecewise constant). An
Eulerian-Implicit/Lagrangian-Explicit, directionally-split advection scheme
is used, with two advection+pressure correction sweeps per time step. Adap-
tive Mesh Refinement (AMR) is used to refine the grid; the number of AMR
levels used are reported in Table 7. Cells are tagged for AMR when one of the
following conditions are met: (1) pressure exceeds 10 times the hydrostatic
pressure, (2) 0.1 < Fm < 0.9, (3) Fm − 1/2 changes sign across adjoining
cells.

Base Grid Levels of AMR Finest ∆x
32 × 32 4 1/2
32 × 32 5 1/4
64 × 64 5 1/8

Table 7: Mesh resolution for the Spherical Explosion Shock in 3D axisym-
metric (RZ) coordinates (Sec. 6.6).

Data for shock peak, interface location, and the number of time steps is
shown in Table 8. Comparison can be made to results in 1D spherical coordi-
nates (Table 5), using a piecewise-constant reconstruction for all quantities.
Good agreement is seen in both peak pressure shock value and bubble posi-
tion between the 1D spherical and 2D cylindrical tests. Pressure distribution
for the Spherical Explosion shock is shown in Fig. 26. A cross-section of
pressure along axes θ = 0, π/4, π/2 is shown for the coarsest mesh system
(∆xfine = 1/2) in Figure 27 which illustrates that our method preserves ra-
dial symmetry for this problem. The cross-section plots for the two successive
finer mesh systems are practically indistinguishable from each other.
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Finest ∆x Shock Peak Bubble Position Number of Time Steps
1/2 1.637E+9 41.137 573
1/4 1.746E+9 41.203 1105
1/8 1.818E+9 41.235 2174

Table 8: Data for the Spherical Explosion Shock in 3D axisymmetric (RZ) co-
ordinates (Sec. 6.6), with first order reconstruction, EI-LE advection. Com-
pare with Table 5.

Figure 26: Pressure for the Spherical Explosion Shock at time t = 0.5 ms in
3D axisymmetric (RZ) coordinates on a fine mesh. Base resolution is 64×64
with 5 levels of AMR.
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Figure 27: Pressure cross-sections for the Spherical Explosion Shock at time
t = 0.5 ms in 3D axisymmetric (RZ) coordinates on a coarse mesh. Cross-
sections are taken at θ = 0, π/4, π/2. Base resolution is 32× 32 with 4 levels
of AMR.

6.7 Bubble Jetting

A bubble of gas governed by the JWL equation of state (6.18) is initialized
below a fixed plate submerged in water which is governed by the Tait equation
of state (6.17). The coefficients for the JWL equation of state in this test
problem are different from those used for the spherical underwater explosion
test problems; here the JWL coefficients are:

A = 3.71E + 12, B = 0.03231E + 12, ω = 0.3, R1 = 4.15, R2 = 0.95, ρ0 = 1.63g/cm3.
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The initial configuration for the explosive and flat plate is illustrated in Figure
28. The initial conditions in the JWL bubble are (6.25):

JWL gas: ρ = 1.63, eint = 4.2945E + 10, u = 0, p = 8.3837E + 10(6.25)

The center of the explosive bubble is initialized at a depth of 98.5 m, with
radius 1.36 cm. The plate is located 13 cm above the center of the explosive
bubble, with radius 88.9 cm and thickness 2.54 cm. Static water density,

13 cm

88.9 cm

2.54 cm

explosive JWL gas

4 m

4  m

water surface, p = 1 Pa

R= 0

Z = 2

98.5 m

R

   Z

Figure 28: Dimensions and set-up for underwater explosion problem in the
vicinity of a fixed flat plate. The computational grid is an adaptive 3D
axisymmetric (RZ) grid.

ρstatic, is initialized to vary linearly with depth, with ρstatic = 1 at the free
surface and ρstatic = 1.003908 at the bottom of the domain. Acceleration
due to gravity, g, is taken to exactly counteract the pressure gradient (6.26),
such that the system without the explosive bubble would be stationary. The
acceleration due to gravity at cell faces is calculated according to (6.27) for
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the pressure solve. Note that this implies g is not identically 981cm/s2, but
that the liquid medium is in equilibrium.

g =
∇p
ρstatic

(6.26)

gk+1/2 =
p(ρstatick+1 )− p(ρstatick )

∆z
(
ρstatic

k+1 +ρstatic
k

2

) (6.27)

Water density is specified as a function of depth (6.28). Here ρd = 1.003908
is the water density at the depth of the explosive bubble; h = 200m is the
distance between the “sea floor” and the free surface; and k is the distance
from the floor to the center of the bubble.

ρ(y) = 1 + (ρd − 1)(h+ k − y)/h (6.28)

The problem is cast in 3D axisymmetric coordinates (RZ). An EI-LE,
directionally-split advection scheme is used, with two advection+pressure
correction sweeps per time step. Adaptive Mesh Refinement (AMR) is used
to refine the grid according to Table 9. Cells are tagged for AMR at the
plate, at the bubble-water interface, and when pressure exceeds 10 times the
hydrostatic pressure. The domain is taken to be 400× 400 cm2, centered in
height at the center of the bubble. The plate is aligned to the mesh. The
simulation is terminated at t = 15ms.

Results for pressure and interface location are shown at six different times
in Figure 29. The shock wave is shown interacting with the plate, reflecting,
and interacting with the bubble. This figure also shows the JWL explosive
bubble region growing and then collapsing at the plate. Due to the limited
mobility of the liquid inbetween the plate and the bubble, a jet of liquid
penetrates the JWL bubble from the opposite side causing the bubble to
transform into a toroidal shape. Figures 30 - 31 show the evolution of the
bubble’s effective radius (6.29) over time for small and large time steps,
respectively. The small time stepping scheme (6.1) uses the stringent acoustic
time step constraint with CFL = 1/2. The large time stepping scheme
uses the standard, acoustic time step formulation until time t = 0.67ms,
before which the initial shock wave is interacting with the plate. From time
t = 0.67− 15ms, the much more lenient advective time step constraint (6.2)
with CFL = 1/4 is taken. Both Figures 30 (small time stepping scheme)
and 31 (large time stepping scheme) demonstrate convergence under grid
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refinement and demonstrate that the results using the large time-stepping
scheme converge to the same results when using the small time-stepping
scheme.

The large time stepping scheme results in similar bubble behavior, while
reducing runtime by nearly a factor of five. Runtimes for the small time step-
ping procedure at various mesh resolutions are shown in Table 10. Runtimes
for the large time stepping procedure are shown in Table 11.

reff =

(
3V

4π

)1/3

(6.29)

Base Grid Levels of AMR
128 × 128 2
128 × 128 3
128 × 128 4

Table 9: Mesh resolution for the Bubble Jetting problem in 3D axisymmetric
(RZ) coordinates (Sec. 6.7).

AMR Levels Iterations Runtime (sec)
2 6215 39684
3 12410 134138
4 25347 448426

Table 10: Iterations and runtimes for the Bubble Jetting problem with small
time stepping (6.1).

AMR Levels Iterations Runtime (sec)
2 723 7884
3 1542 25551
4 3423 95343

Table 11: Iterations and runtimes for the Bubble Jetting problem with large
time stepping for t > 0.67ms (6.2).

Additionally, agreement in maximum bubble radius and collapse time is
seen between the converged results for the small and large ∆t. This indicates
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that the semi-implicit pressure formulation allows for a larger time step while
retaining accuracy. Volume V is taken as the volume of JWL gas from the
Moment of Fluid interface reconstruction.

As stated in [55], there is no reliable experimental benchmark for verifi-
cation of this problem, due to deflection and motion in the plate during the
experiment. Results can be compared to [32, 55] with qualitative agreement.
Maximum effective radius is approximately 18cm, with collapse occurring at
approximately t = 13.5ms. These results are novel in that mass is conserved
in both materials, and spatial variation of density and pressure is allowed
in the JWL gas. [32] makes a constant density/pressure assumption in the
gas phase. The semi-implicit pressure formulation allows for much larger
time steps than taken in [55], drastically reducing runtime while obtaining
qualitatively similar interface dynamics.
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Figure 29: Pressure contours for the simulation of an underwater explosion
near a fixed flat plate at times (left to right, top to bottom) t = 0.08ms,
t = 0.14ms, t = 0.43ms, t = 11.7ms, t = 12.4ms, and t = 12.8ms. An initial
shock wave reflects from the plate and interacts with the bubble. At later
times the bubble expands and collapses against the plate, transforming the
bubble into a toroidal shape. The bubble interface and plate are shown in
pink. An adaptive, 3D axisymmetric (RZ) grid is used. The base grid size is
128x128 and the effective fine grid resolution is 2048x2048.
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Figure 30: Effective bubble radius for the bubble jetting problem, with the
coarsest mesh resolution in blue, finer mesh resolution in green, and finest in
red, from Table 9. Uses small time stepping scheme
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Figure 31: Effective bubble radius for the bubble jetting problem, with the
coarsest mesh resolution in blue, finer mesh resolution in green, and finest in
red, from Table 9. Uses large time stepping scheme.
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6.8 Axisymmetric Gas bubble rising in liquid

We compare results predicted from our 3D axisymmetric (RZ) compress-
ible multiphase flow algorithm with experimental results reported by Hnat
and Buckmaster[26] (bubble A page 189) for a gas bubble rising in liquid.
The density ratio is ρl/ρg = 714 and the viscosity ratio is µl/µg = 6667. We
nondimensionalize by the bubble diameter D = 12.15mm and the experimen-
tally observed bubble rise speed, U = 21.5cm/s. The experimental physical
properties are µL = 1.18P , σ = 32.2dyn/cm, and ρL = 0.8755g/cm3. The
Reynolds number becomes Re = ρDU/µ = 19.4, the Weber number becomes
We = ρDU2/σ = 15.27 and the Froude number is Fr = U2/(gD) = 0.388.

[52] simulated this problem assuming both the liquid and gas were in-
compressible fluids. [1] simulated this problem assuming the liquid was in-
compressible and the gas was compressible obeying a simplified adiabatic
equation of state. For our test we assume both the gas and liquid are com-
pressible materials. The liquid is taken to obey the Tait equation of state
(6.17). We remark that ρ corresponds to the dimensionless density in (6.17)
and we assume that the dimensionless values for A and B in (6.17) corre-
spond to the dimensional values too. The gas is taken to obey the ideal gas
equation of state (6.6).

The computational domain is set to 0 < r < 8 and 0 < z < 24. The com-
putational grid is a dynamic block structured adaptive grid; the coarsest level
is a 128x384 grid, and there are two levels of refinement making the effective
fine grid resolution 512x1536. We prescribe reflecting boundary conditions
at r = 0 and we prescribe outflow boundary conditions at the other three
boundaries. The pressure is prescribed to be the liquid hydrostatic pressure
and the velocity satisfies the free boundary condition ∇u · n = 0 at outflow
boundaries. The dimensionless liquid density is initialized similarly as in the
bubble jetting problem from section 6.7. The initial liquid density is given a
linear profile in which ρliquid = 1 at z = 24 and ρliquid = 1.0000000026120688
at z = 0. The density at z = 0 was determined so that p(ρliquid(z = 0)) =
106 + 24/Fr. The bubble density and internal energy are initially uniform in
the bubble and satisfy p(ρgas, egas) = p(ρliquid(z = zbubble)) where zbubble = 1.0
is the initial vertical position of the bubble.

The gravity force is determined in the same manner as for the bubble
jetting problem (6.27). At r = 0 we prescribe symmetric boundary conditions
and at r = 8 we prescribe that p = p(ρliquid(z)) where ρliquid(z) is the initial
liquid density.
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The initial bubble is a sphere centered at (0, 1.0) with radius 0.5. Results
at dimensionless time t = 20.0 computed using our compressible moment
of fluid algorithm are shown in Figure 32. Here we have juxtaposed the
computed bubble shape with the experimental bubble shape. In Figure 33,
we plot the computed bubble position versus time together with the linear
least squares best fit for 4 ≤ t ≤ 20: y = 1.020t + 0.846. The two curves
almost completely overlap. The expected dimensionless rise speed is 1 and
the computed dimensionless rise speed fluctuates very little about 1.02. The
mass of the bubble fluctuates only in the 6th significant digit. The volume
of the bubble fluctuates by at most 0.6%. The fact that the mass of the
bubble fluctuates very little is expected because the main source of error for
the bubble mass is due to the truncation of the volume fraction to zero or
one according to (3.5). The small fluctuation in volume indicates that our
algorithm maintains material discontinuities as sharp and is further evidence
of the asymptotically preserving property of our algorithm. The time step
that we used for this test was

∆t = CFL
∆x

utension

where CFL = 1/2 and utension = 2.46. utension is the characteristic speed
of capillary waves associated with ∆x. If we had determined ∆t using the
acoustic time step constraint associated with the liquid, then ∆t would have
been about 5 orders of magnitude smaller. The acoustic time step constraint
associated with the gas would have been about 4 orders of magnitude smaller.
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Figure 32: Simulation of a compressible gas bubble (dimensionless time
t = 20) rising in a compressible liquid using our compressible multimate-
rial moment of fluid method. The effective fine grid resolution is 512× 1536.
The density ratio is 1 : 714. The physical properties, initial bubble dimen-
sions, and bubble on the left, correspond to cap bubble A in the paper by
Hnat and Buckmaster[26]. 1.02 is subtracted from the vertical velocity in
the illustration.
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Figure 33: Plot of dimensionless bubble position versus dimensionless time
together with the least squares best fit 4 ≤ t ≤ 20: y = 1.020t + 0.846. The
simulation domain is 8 × 24. The expected slope is 1.0. The effective fine
grid resolution is 512 × 1536. The density ratio is 1 : 714. The physical
properties and bubble dimensions correspond to cap bubble A in the paper
by Hnat and Buckmaster[26].
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6.9 Laminar Jet in a Crossflow

A laminar liquid jet issues from a circular nozzle into a domain with sig-
nificant gas crossflow. The momentum exchange from the gas to the liquid
causes an angular deflection of the jet, while surface instabilities eventually
determine its breakup into drops. This problem is cast in 3D Cartesian
coordinates. The domain Ω is defined as in (6.30), with units given in cm.

Ω = (x, y, z) ∈ [0, 2]× [0, 1]× [0, 2] (6.30)

The liquid nozzle is located at ~x = (0.6, 0, 0) cm with radius r = 0.024cm.
The liquid inflow velocity is 210 cm/s. Gas inflow at x = 0 has velocity
2060 cm/s. Outflow conditions are applied at x = 2, y = 1, and z = 2. A
reflecting wall is specified at y = 0.

The simulation is run as both compressible and incompressible flow. In
the compressible simulation, a directionally split alternating EI-LE method
(6.31) similar to the methods described in [45, 7] is used. Eulerian Implicit
(EI) refers to backward tracing advection which maps material from a depar-
ture region. Lagrangian Explicit (LE) refers to forward tracing advection,
which maps material to a target region. The nomenclature X(EI) refers to
a step of backward traced advection in the x-direction. The liquid is taken to
be governed by the Tait equation of state (6.17), and the gas is governed by
the ideal gas equation of state (6.6). The time step for this test problem is
determined using the advective time step constraint (6.2) with CFL = 0.25.

X(EI)− Y (LE)− Z(EI)− Z(LE)− Y (EI)−X(LE) (6.31)

For the incompressible simulation, the directionally split method of Wey-
mouth and Yue [57] is used (6.32), in which material properties are integrated
along backwards traced characteristics in each cardinal direction. The ad-
vective time step constraint (6.2) with CFL = 1/6 determines ∆t for the
incompressible simulation.

X(EI)− Y (EI)− Z(EI) (6.32)

The surface tension coefficient is σ = 24 dyne/cm, the viscosity of liquid
and gas are µL = 0.0099 g/(cms) and µG = 0.0002 g/(cms) respectively, the
base density of liquid and gas are ρL = 0.77 g/cm3 and ρG = 0.0012 g/cm3

respectively, and the initial temperature is 290.36K.
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Data presented in Figure 34 represents the time maximal height, f(x),

f(x) = max
0.012≤t≤0.022

h(x, y = 0, t), (6.33)

of the interface profile along the y = 0 plane. The function h(x, y, t) repre-
sents the highest extent of liquid in the z direction at point (x, y) at time
t.

Figure 34 shows the maximal height of the incompressible and compress-
ible simulations together with the experimental data from Brown and Mc-
Donell [10]. Close agreement is seen between both simulations and the exper-
imental data. Figures 35 and 36 show the 1/2 contour of the volume fraction
function for incompressible and compressible flow simulations at representa-
tive times. Both methods capture the deflection of the liquid jet and breakup
into droplets. Since the height of the liquid jet as a function of time behaves
sporadically far downstream of the jet nozzle, we were only able to select
comparison times that were in close proximity to each other while also il-
lustrating the representative structure of the deflected jet as it broke up
downstream of the nozzle.
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Figure 34: Time maximum height for the liquid jet versus the streamwise
coordinate x (y = 0) in the laminar jet in a crossflow simulation. The
compressible simulation is shown in red, incompressible simulation in green,
and experimental data from Brown and McDonell [10] in blue.
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Figure 35: Simulation of liquid jet in gas cross flow. TOP: incompressible,
t = 11.0ms; BOTTOM: compressible, t = 10.3ms
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Figure 36: Simulation of liquid jet in gas cross flow. TOP: incompressible,
t = 18.3ms; BOTTOM: compressible, t = 17.6ms
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7 Conclusions and Future Work

A unified method for computing multiphase flows using conservative Semi-
Lagrangian advection has been presented. The technique is applicable to
both high- and low-Mach number flows. The Moment-of-Fluid method is
used to reconstruct the interface, using a piecewise linear approximation in
cut cells. The moment of fluid method has the ability to accurately capture
change in topology and deformation of a material interface, which makes it
well-suited to multiphase flow simulations. As with the semi-implicit method
of [38, 21], no Riemann problem must be solved to capture the motion of ma-
terial boundaries. Numerical experiments on standard 1D benchmark prob-
lems demonstrate that shock and interface speeds are accurately captured,
as well as exhibiting less severe oscillation for problems with a large pressure
jump across the interface. This method is robust enough to accurately cap-
ture the dynamics of a non-trivial two fluid simulation (e.g. oscillating water
column). The method can be applied to materials with an exotic equation
of state (e.g. JWL gas), with results that agree with ALE methods that
explicitly track shock fronts and deform the underlying grid. Comparison
of accuracy of the method in 2D cylindrical coordinates to 1D spherical co-
ordinates is made, with agreement seen in shock magnitude and interface
velocity. Preservation of symmetry is observed for the Spherical Explosion
shock in 2D. We have demonstrated the asymptotically preserving property
of our method by comparing our compressible multimaterial algorithm to the
incompressible analogue for the problems of a 3D laminar jet in a cross-flow
and the rise of a 3D axisymmetric gas bubble in liquid. Our method conserves
mass of each material to machine accuracy. We find that this property, in
the incompressible limit, automatically leads to volume conservation of each
material.

The two key components of our algorithm, (1) Cell Integrated Semi-
Lagrangian (CISL) advection for material moments, volume fractions, mass,
momentum and energy, and (2) semi-implicit pressure correction, are both
generalizable to unstructured grids. For ship-wave problems for example[27,
53], it is preferable to have a high aspect ratio grid that is body-fitted to
the ship, whereas the deforming liquid and gas regions are allowed to cut
the grid. Additionally, techniques to capture contact line dynamics and re-
solve sub-gridcell filaments are being developed in conjunction with the CISL
scheme presented.
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