Stationary Iterative Methods Study Questions Home-
work 5 Foundations of Computational Math 1 Fall 2021

Problem 5.1

Consider the minimization problem

min f(z)

where f(z) = %xTAx —2Tb, A € R™™ is symmetric positive definite, and b € R".

(5.1.a) Show that VO < g <1
pf(x) = f(Bx)

(5.1.b) Show that f(z) is a convex function.

Problem 5.2

Consider solving a linear system Ax = b where A is symmetric positive definite using steepest
descent.

5.2.a

Suppose you use steepest descent without preconditioning. Show that the residuals, r, and
rg+1 are orthogonal for all k.

5.2.b

Suppose you use steepest descent with preconditioning. Are the residuals, r, and rgyq
orthogonal for all k7 If not is there any vector from step k that is guaranteed to be orthogonal
to rEy1?

Problem 5.3

Let A = QAQT be a symmetric positive definite matrix where ) is an orthogonal matrix
and A is a diagonal matrix whose diagonal elements are positive and also are the eigenvalues
of A. Define

F=Q"z and b=Q"b
Az =b and AZ=b



Given xy and Z, define the sequence x; as the sequence of vectors produced by steepest
descent applied to Az = b and the sequence T as the sequence of vectors produced by
steepest descent applied to AT = b.

Let e, = x, — x and é, = &3, — @. Show that if 7o = QT zy then

lexllz = lléxll2, & >0

Problem 5.4

5.4.a
Consider the iteration:
Yo = 0
Yirl = Yi + Qi€
P L
Z ej1Dei

where D € R™" is a nonsingular diagonal matrix.
Show that y, =y = D~ 1b.

5.4.b

Suppose A € R" " is a symmetric positive definite matrix and Ax = b. Let py1,pa, -+, Dn
be real vectors that are A-orthogonal, i.e., < p;,p; >= 01if ¢ # j and < p;,p; >> 0 where
< w,v >= w? Av is the inner product on R" defined by A.

Use the result from the first part of the problem to show that the conjugate direction
iteration:

o = 0
Ti+1 = Ti+ QPiy1
r, = b— AIZ
a; sz‘T.HTz‘
p7;+1Api+1

is such that =, =z = A~ 'b.

Problem 5.5

Let A € R™" be symmetric postive definite with an eigendecompositon A = QAQ?T with
Q € R™" and orthogonal matrix, i.e., QTQ = QQT = I, and A € R™" a diagonal matrix
with positive diagonal elements \; = eiTAei > 0.
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Consider the two systems Az = b and AZ = b with Q% = = and Qb = b. The iterations
defined by applying Steepest Descent (SD) to each are

rirg
Thyr = Tp + Qplg, Th=b— Axp, o = T A
. . .. = I I
Tpy1 = Ty + Th, Th =0— ATy, a = ~TkA~

given xy and YTy = xg. The elements of the vectors with the tildes are the coefficients of
the corresponding vectors without the tildes with respect to the basis of eigenvectors given
by the columns of Q.

(5.5.a) Show that ay = d;, and that
04121:071:122%)\17 Y = 0, Z%Zl-
i=1 i=1

(5.5.b) Any xy € R™ can be corrected to A~'b by
A_lb =Xy +Cy, Co—= A_l(b — Al’o) = A_lro.

Consider applying SD to Ax = b. Derive a sufficient condition on A so that for
any xo convergence to A~'b occurs in one step, i.e.,

-1
A b:$1:$0+050’1“0.

(5.5.c) Is the condition also a necessary condition for convergence of SD in one step
for any x¢?

Problem 5.6

The conjugate direction iteration (CD) can also be derived from a basis expansion point of
view. Let €yue = ¥ — 19 = A7b — 25 where A is a symmetric positive definite matrix. Let
< w,v >= w? Av be the inner product on R” defined by A and py, ps, - - - , pn be real vectors
that are A-orthonormal, i.e., < p;,p; >=01if i # j and < p;,p; >= 1.

5.6.a Show that any vector can be easily written in terms of a basis that is orthonormal
with respect to some inner product and apply this to e... to get

Ctrue = P1 < P1, €true > T+ Pn < Pny Ctrue > (1)



5.6.b Show that for any z

T
& = PipiTi

Tit1 = Tj+ QPig1
r, = b— A.CEZ

is such that z, =z = A~'b.

Hint: Define an iteration based on (1) that yields x,, = 2 and then show it can
be computed via the CD iteration given in this problem.

Problem 5.7

Recall the basic CD/CG properties that hold given the assumption that CG has not con-
verged at step k,

e 1, = apdy+ -+ + ap_1di_1 is optimal (inherited from CD), i.e.,

Vo € xo + span|dy, dy, . .., dk_1], ||zx — A_lb||A <z — A_1b||A

<dy, dj >4=01i%# jfor 0<i,j<k—1 (inherited from CD).
o <ry, dj>=0for 0 <j<k—1 (inherited from CD).

o <1y, r;>=0for 0<j<k—1(CG-specific).

span|do, dy, ..., dy| = span[ro,r1, ..., ] (CG-specific).
e span[rg,r1,...,ms] = span|rg, Arg, . .., A¥rg] (CG-specific).

Given the inherited properties prove the three CG-specific properties.

Problem 5.8

Suppose A € R™" is a symmetric positive semidefinite matrix and f(z) = 0.5z7 Az —
2Tb with b € R™ and b € R(A). Show that Steepest Descent will converge to an uncon-
strained minimizer of f(x) for any x¢ such that Azy # 0.

Hint: Find a smaller, symmetric positive definite linear system and use the
fact that steepest descent converges on a symmetric positive definite system.



Problem 5.9

Let A € R"™ " be a symmetric positive definite matrix, C' € R™*™ be a symmetric nonsingular
matrix, and b € R™ be a vector. The matrix M = C? is therefore symmetric positive definite.
Also, let A=CTAC™" and b = C'b.

The preconditioned Steepest Descent algorithm to solve Az = b is:

A, M are symmetric positive definite
xo arbitrary; ro = b — Axg; solve Mzy = 1

do k=0,1, ... until convergence
Wr = Azk
T
— *i"k
Yk = Ty,

Tyl < Tk + Zroy
Tkl < Tk — WrOg
solve M zx11 = 1y

end
The Steepest Descent algorithm to solve A% = b is:

A is symmetric positive definite
To arbitrary; 7o = b — AZg; 19 = ATy

do k=0,1, ... until convergence

~ 7Ty

ak = :%vz

Thg1 ¢ T + Ty
’l:kJrl <— ’Izlg —1~)k6~kk
Upy1 < ATppa

end

Show that given the appropriate consistency between initial guesses the preconditioned
steepest descent recurrences to solve Ar = b can be derived from the steepest descent
recurrences to solve Az = b.



Problem 5.10

5.10.a
Let the cost function f : R? — R be defined by

flz)=a2"d+ 2"z, where d= (gl)
2

where §; > 0, 62 > 0 and p = ||d||2 > 1. Consider the problem

min f(z).

z€R2
(i) Find a minimizer xz*. Is it unique?

(ii) Write the iteration that defines applying the steepest descent algorithm to solve
the minimization problem.

(iii) How would you set the stepsize oy and why?
(iv) WIill your choice of oy yield an algorithm that converges in a finite number of

steps?

5.10.b

Now suppose the minimization problem is constrained so that we are only interested in
x € R? on the circle of radius 1, i.e., the unit circle

S ={xcR?| 2Tz =1}
Specifically, we want to solve
min f(z)

rEST

(i) Show that this problem can be viewed as an unconstrained minimization problem
on R by writing the cost function over &; as a function of a real variable 6.

(ii) Write the iteration that defines applying the steepest descent algorithm to solve
the minimization problem over R.

(iii) How would you set the stepsize oy and why?

(iv) Will your choice of oy yield an algorithm that converges in a finite number of
steps when started at an initial guess 6y = 07



