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Abstract

In this paper we discuss the stabilization of large scale
linear time invariant dynamical systems via feedback.
Efficient schemes based on the Discrete Riccati Differ-
ence Equation are presented.

1 Introduction

In this paper, we focus on the stabilization of a discrete-
time system
Tip1 = Az; + Bu;, (1)

where A and B are n x n-and n X p real matrices which
are known, and z; and u; are vectors of dimension n
and p respectively. The stabilization of the system re-
quires the computation of a p x n feedback matrix F
such that all eigenvalues of A — BF are inside the unit
circle and therefore the system defined by replacing A
with A — BF is stable. For small and moderate val-
ues of n, F can be computed via pole placement or
the solution of a matrix equation, e.g., Riccati or Lya-
punov equations. The computational requirements for
standard algorithms for these approaches, however, is
prohibitive for large values of n. Fortunately, when n
is large and p << n, the system matrix A and/or input
matrix B are typically very sparse. Algorithms for such
problems must therefore exploit this structure in order
to efficiently compute a stabilizing feedback.

2 Saad’s Approach

A major contribution to solving large scale stabilization
problems with a few unstable eigenvalues is Y. Saad’s
projection method [1]. In this algorithm, stabilization
or eigenvalue assignment is only imposed on a small in-
variant subspace that contains the unstable invariant
subspace of A. Such an approach is often effective, but
it can have convergence difficulties and the need for a
basis of the invariant subspace can cause excess space
requirements for very large systems. In this paper, we
discuss efficient alternatives that address the conver-
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gence difficulties. Details on all of the algorithms can
be found in [2].

In Saad’s projection algorithm, a left invariant subspace
V' of A (with presumably small dimension), that con-
tains the left unstable invariant subspace of A is com-
puted. There are two major classes of methods that can
be used. The first computes the unstable eigenvalues
and recovers their eigenvectors by some form of inverse
iteration. The second class computes the basis directly
by subspace iteration-like'methods. The low-order pro-
jected system (V'AV,V'B) is then stabilized and the
reduced feedback Fy, is lifted back to form a stabilizing
feedback F = F,V' of the original system (A, B).

Methods in the first class benefit from years of sparse.
eigenvalue algorithm research but often require very
high accuracy in the eigenvalues in order to produce
the basis and hence result in more computation than
necessary for stabilization.

Effective convergence is one of the main issues of the
second class of methods. The convergence of sub-
space iteration-like (SSI) methods which generate the
sequence of approximations to the invariant subspace
starting from initial subspace Vy and updating V; by
extracting an orthogonal basis of A’V;_; is usually con-
sistent with the separation between desired eigenvalues
and undesired eigenvalues in absolute value. In prac-
tice, it is often difficult to tune the parameters of such
methods to converge even this quickly. They can be ac-
celerated and some parameter sensitivity mitigated by
the use of Stewart’s SRR (Schur-Rayleigh-Ritz) refine-
ment [5]. The acceleration is achieved by enlarging the
size of initial subspace Vp, extracting the Schur vectors
U, corresponding to largest (or unstable) eigenvalues of
V! A'V; and combining V;U; as the basis of the approx-
imated invariant subspace. In [2], we have investigated
a version of SSI/SRR that applies these ideas. It is this
algorithm that is used in the comparisons below.

A second source of difficulty for Saad’s method is that
it is, by definition, a two-phase process: find the ba-
sis then stabilize. Experience and empirical testing
shows that a stabilizing feedback can often be found
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with approximations available long before the eigen-
solver would have any confidence in the basis of the
unstable space. Simply computing a feedback on every
iteration of the eigensolver is too expensive so a more
seamless method of integrating the feedback computa-
tion with the update of the basis is needed. Finally,
the major drawback with this approach is the need for
a basis of the invariant subspace. Storage problems
for large dynamical systems can result, therefore, it is
worthwhile to look for methods that do not require the
basis. We have developed a family of methods start-
ing from the Discrete Riccati Difference Equation that
addresses these concerns, is competitive with Saad’s
method when Saad’s method does well and is successful
for many problems where Saad’s method fails.

3 Discrete Riccati Equation Stabilization

The major results of this paper are based on the
discrete-time Riccati equation (DRE)

P=A(P-PB(R+B'PB)"'BP)A+Q (2

where R and @ are px p and n Xn non-negative matrices
and @ is usually decomposed into CC’. The method-
s in this paper solve the DRE via two basic iterative
approaches. The first is the discrete-time Riccati dif-
ference equation (DRDE)

Piy1=A'(P,-~PB(R+B'PB)T'B'P)A+Q. (3)

"The DRDE is a fized point iteration method to solve
the DRE and converges linearly with the rate p?(A4 —
BF,,). The second basic approach taken is motivated
by Newton’s method which, in theory, has quadratic
convergence when used to solve non-linear equations.

The most general results about DRE and DRDE con-
vergence are given in [3]. It is shown there that un-
der the condition of stabilizability of (4, B), a sta-
bilizer and non-negative solution P of DRE (2) ex-
ist and a stabilizing feedback F can be computed by
(R+ B'PB)"'B'PA. Whether the solution of DRDE
(3) converges to the stabilizing solution of DRE depends
on properties of (A’,C) and the initial condition P,.

A discussion of the solution and convergence of New-
ton’s method for the DRE can be found in [6] and it-
s references. Rao merges several results from [6] and
summarizes sufficient conditions for the existence of a
stabilizing solution, convergence and the convergence
rate of Newton’s method applxed to the DRE in a uni-
fying theorem [2].

4673

4 The SQR Stabilization Algorithm

For the purpose of stabilization, we have freedom in
choosing R, C and Py. Our stabilization algorithms us-
ing various combinations of parameter settings for C
(or @) and P,. In order to exploit a relatively low
dimensional unstable space as Saad assumes, we take
Q = 0 from which it follows that the rank of P, will
be non-increasing. P; can be represented in a compact
fashion via a basis for the current approximation to the
unstable space by using one of the square root itera-
tions developed in the literature for several scenarios,
including the DRDE.

A special case of the square root form of DRDE, intro-
duced in [4] for Kalman filtering, the SQR stabilization
algorithm has the form

|

where U; is orthogonal and the dimension of Pl/ Zisnx

l, the same as P, 1/ 2. Note that the QR decomposition
is computed for a smal[ matrix with size (p+!) x p (the
first row of (4)) and feedback F; can be computed from
(R$)Y/? and K;.
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The feedback generated in the limit moves the un-
stable eigenvalues of A, A to their unit circle mir-
ror images, 1/A, and leaves the stable eigenvalues un-
changed. The SQR iteration can produce the same se-
quence of subspaces as orthogonal subspace iteration
(SSI) with only an additional economical QR decom-

position of P; '/2 since the updating of Pl/ % has the
form P/ = A'PWU22 If Py/? is taken to be the

same initial subspace bas1s as used for a convergent S-
SI, SQR will converge. Even if SSI does not converge,
SQR will converge under conditions related to the a-
bility of the Stewart’s Schur-Rayleigh-Ritz refinement
(SRR), [5], to extract a convergent subsequence of ap-
proximated unstable invariant subspaces (see [2] for a
detailed discussion of the SSI/SRR used in performance
comparisons with SQR).

Consideration of the relationship to SSI also yields in-
sight into the significant difference between the meth-
ods that is responsible for the superiority of the SQR
approach. While SSI and SQR produce the same space,
they do not produce the same basis for that space. The
update to the basis Pl/l2 = A'P, 1/2R is used in SSI.
The application of A’ emphasmes the unstable direc-
tions in the current approximation. The postmultipli-
cation with R simply orthogonalizes the new basis. In
SQR, however, R is replaced by U?? - a submatrix of
U;. This transformation does not orthogonalize but it
does tend to damp the stable directions in the current
basis. So SQR is a true two-sided process, A’ empha-
sizing the unstable directions in which we are interested



and U?? damping the stable directions in which we are
not. The literature does not address the issue of the
convergence to a stabilizer of the DRDE with @ = 0.
In [2] a argument is made that the above description
heuristically characterizes the behavior of SQR but a
rigorous proof is not given. In fact the following can be
shown and is the subject of a forthcoming paper:

Theorem 1 IfQ =0 and PO1 % has components in all -

unstable directions, with no poles on the unit circle, and
(A, B) is stabilizable, then SQR converges to a stabiliz-
er, F, such that the stable poles do not move and the
unstable poles move to their reciprocals.

Convergence is not enough for an effective algorithm of
course. A reliable termination check is needed in or-
der to avoid iterating longer than necessary. The test
occasionally extracts an approximation to the unstable
subspace V; via SRR from P,-l/ ? and compares the eigen-
values of V(A — BF;)V; and unit circle mirror images
of eigenvalues of V/AV;. Empirical evidence indicates
that this test effectively detects stabilization much ear-
lier' than other convergence tests for square root-like
methods. ’

The combination of a more sophisticated termination
criterion with the SQR algorithm prodiices a stabiliza-
tion algorithm that often converges much faster than
careful implementations of Saad’s approach using or-
thogonal subspace iteration to determine the invariant
subspace basis. SQR also tends to be much more robust
in terms of parameter selection.

5 The TSQR Stabilization Algorithm

In order to improve the linear convergence of the SQR
algorithm, we have explored the use of a variant of New-
ton’s method to solve the DRE for stabilization. Let
R(X) be the residual of the DRE with X as an ap-
proximate solution:

R(X)=-X+A'XA-AXB(R+B'XB)"'B'XA+Q.

Applying Frechet differentiation and the definition of
Newton’s method yields a matrix form of Newton’s it-
eration for the DRE ([6]):

Xi—A_ 1 Xidi 1 =Q+F/_RF; ,,i=1,---, (5)
where

F;, = (R+ BlAYiB)_]B,XiA, A; = A — BF; (6)

As mentioned above the convergence of this algorithm

is discussed in [2] but even as stated there are diffi-
culties with its direct implementation. It is sensitive to

the initial guess; as stated it requires a stabilizing initial
feedback (which is the whole point of the problem); the
discrete Lyapunov equation solved during each iteration
does not have a bounded solution for unstable A;; the
cost to solve the Lyapunov equation is almost the same
as solving the DRDE; and the positive semidefiniteness
must be maintained in the presence of numerical er-
rors. An alternative and approximate implementation
of Newton’s method must be developed to address these
problems.

The truncated square root Newton’s iteration (TSQR)
is defined as follows: -

Algorithm 1 Truncated Square Root Newton’s
Iteration: Let A be n x n and B be n x p.

1. Specify integers | > 0 and m (m is zero if we
choose Q = 0). Take (Xo)'/? and Q'/? as random
matrices with dimension n x I and n x m. Take
R=1 and Fy = (R+ B'XoB) ! B'X,A.

2. Specify a small integer K > 0 and an integer N.
Let (XF)1/? = (Xo)'/2. Fori from 1 to N,

(a) For j from 1 to K, do
i. (X])1? =
[(4-BF_1)Xi™ QU2 Fi_RV?.

i. Apply economic SVD on (Xg')l/z to get
(X)HV2=Uls]v;.
ii. Update (X)) =Ui(:,1:0)S/(1:1,1:
D).
(b) Compute F; = (R + B'X!B)"'B'XJ A and
let (X?+1)1/2 = (XiK)l/Z-

(¢) Compute some stabilization criterion or con-
vergence criterion. Stop if any criterion is
reached.

Note we use X<, instead of O as the initial guess of
the next iteration’s approximation of Lyapunov equa-
tion. When applied to stabilize the system (4, B),
the full rank implementation of the algorithm stabilizes
and converges much faster than the DRDE-based fixed
point algorithms such as SQR and the CSQR algorithm

discussed later.

For large scale systems, especially large sparse systems,
a full dimension implementation with an nxn X7 is im-
practical. Unless Q@ = 0, where the rank of the solution
P or X is at most the number of unstable eigenvalues,
we have to use some form of truncation to approximate
(X7)'/? such that number of columns of the approxima-
tion (X7)1/2 is acceptably small. In the form above, we
only keep the dominant part of X f as measured by its
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largest I singular values and vectors. In [7], Verlaan us-
es the same idea to decompose the DRDE into a square
root form. However, as discussed in [2], the methods
differ based on the form of the DRDE upon which they
operate. The square root algorithm and truncation al-
gorithm described in this paper is, we believe, easier to
understand and to implement.

The TSQR algorithm has a wealth of parameters and
truncation choices that subsume algorithms such as
SQR and provides a setting for more general algorithm
investigation: For Q = 0, K = 1, and (Xo)'/2 low-
rank the method is essentially SQR. Increasing K in
this case can provide a significant improvement over
SQR for certain problems. With nonzero @, TSQR is
very sensitive to the choice of [ and as a result for poor
choices K may become large implying a substantial in-
crease in computation. In [2], a technique to improve
this situation by introducing an SSI iteration into the
TSQR iteration at two key points.

If used carefully, TSQR can be used to approximate the
DRDE for large scale optimal filtering problems where
all the parameters are predetermined. For stabiliza-
tion purposes, TSQR can find a stabilizing feedback
efficiently by manipulating parameters @, R and the
initial guess with more freedom than the SQR and C-
SQR algorithms. However, further work is required on
automatically selecting the particular version of TSQR
appropriate for a given problem.

6 The CSQR Stabilization Algorithm

SQR and TSQR. address the first two difficulties with
Saad’s method. However, since [, the the rank of the
(T)SQR approximation, or the rank of pY % is at least
the number of unstable eigenvalues of A, both algo-
rithms still require the propagation of a basis of the
unstable invariant subspace.

6.1 The Algorithm

A true low-rank stabilization algorithm that does not
require the propagation of an estimate of the basis of
the unstable space can be developed from the observa-
tion that if Py = O in the DRDE, P;y; — P; is non-
negative and its rank is non-increasing. The use of
P,y — P; leads to the use of another well-known re-
currence called the square root Chandrasekhar [4] algo—

rithm (denoted CSQR).

Let L; be the square root of P;; — P;, starting from
Ly =C, Ry = R and Ky =0. CSQR has the form

( 5‘1)1/2 B'L;_, ) ( (Rg)1/2 0 )
> , U, = % 7
( Ki, AL, K; L; ™

where Uj; is orthogonal and the feedback F; can be com-
puted via K;(R$)~'/2. The dominant computation in
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each iteration of CSQR is A'L;_;, whose rank is just
the rank of C. CSQR will converge for any choice of
C. For stabilization however, C should satisfy the con-
dition that (4’,C) is stabilizable. Typically, C' can be
taken as a matrix of rank 1, but, in general, its rank
must be at least the largest geometric multiplicity of
any unstable eigenvalue of A. Note that the dimen-
sions of the matrices propagated do not depend on the
dimension of the unstable space. The CSQR algorith-
m therefore addresses all three difficulties with Saad’s
method and in the form above is practical for many
problems.

6.2 Acceleration

The convergence of CSQR is more sensitive to tuning
than SQR. In {2], techniques that improve its perfor-
mance significantly are discussed in detail. These in-
clude scaling the system, preprocessing C, and restart-
ing. Also, the stabilized spectrum may move the origi-
nal stable eigenvalues unlike Saad’s method or SQR. We
have found however that in practice, with care, they do
not move that much.

When using the DRDE, large eigenvalues tend to be
stabilized or moved close to the unit circle very quickly
but, the unstable eigenvalues that are close to the unit
circle need many more iterations to stabilize. With p <
1, when using CSQR on (A/p, B/p), A/p will enlarge
any unstable eigenvalue A of A to A/p which will be
stabilized or at least be moved close to the unit circle
very quickly by A/p— (B/p)F;, and A will be stabilized
by A~ BF;.

This scaling technique works very well if there exists a
p < 1 such that the number of eigenvalues of A with
absolute value not less than p is very small. A special
case of this is when some unstable eigenvalues of A are
very close to the unit circle and stable eigenvalues of A
are well-separated from the unit circle (with the largest
stable eigenvalues having modulus near p). For such a
special case, the stabilization and feedback convergence
with general CSQR are very slow, but scaling A accel-
erates both stabilization and feedback convergence.

In some cases, however, there may not be such a simple
separation between the unstable eigenvalues around the
unit circle and all of the stable eigenvalues. Some sta-
ble eigenvalues may be near the unit circle as well and
therefore for the scaled problem will appear in the un-
stable set. It can be shown that any unstable eigenvalue
of A remains stabilizable in A/p, but a stable eigenvalue
of A may not remain stabilizable for A/p. The action
of CSQR on unstabilizable unstable eigenvalues of A/p
is critical to this acceleration technique.

This problem is considered in detail in [2]. It is shown
there that if a stable eigenvalue becomes unstabilizable
in the scaled system, the DRDE iteration will produce



eventually a divergent P;. However, since the unsta-
bilizable eigenvalue must be dominated in magnitude
by the stabilizable unstable eigenvalues (those that are
unstable in the original system) the feedback F; con-
verges to a stabilizer before P; diverges and in practice
the problem can be solved.

Preprocessing C' to get the initial value, Lo, also im-
proves performance. This preprocessing takes the sim-
ple form of an SSI-like iteration, e.g., Ly = (4')*C.
This emphasizes the unstable directions over the sta-
ble ones allowing CSQR to concentrate on them first.
Amazingly, a small investment of K = 5 or 10 tends
to result in a significant reduction of the number of it-
erations required for stabilization. Investing more can
be counterproductive since it then tends to emphasize
a subset of the unstable directions requiring the sub-
sequent use of a deflation procedure to address the re-
maining unstable eigenvalues.

Finally, restarting has proven an effective acceleration
method for SQR. A new Ly is chosen occasionally.
The iteration is restarted with R§ = R, Ko = 0 and
A « A — BF;. Of course, A is not explicitly updated.
The action of A on a vector is computed from the o-
riginal matrix and all of the F}; that have resulted from
restarting. In the experiments below Lg¢¥ = L; at fixed
intervals in the iteration. More sophisticated monitor-
ing schemes are under investigation.

6.3 Experiments

In [2] experimental evidence is presented demonstrating

the strengths and weaknesses of each of the methods.

SQR and TSQR can be highly effective. Below we sum-

marize two experiments that show CSQR is also highly
' promising. ~

The first experiment considers a random 100 x 100 ma-
trix with 4 unstable eigenvalues and many stable and
unstable near the unit circle. Such a system causes dif-
ficulties for SSI and SQR. Table 1 shows the rank used,
the-cost of the iterations until stabilization in terms
of the number of matrix vector products, and, in the
same terms, the cost of the iterations until detection of
stabilization. PCSQR, RCSQR, and SCSQR refer to
preprocessed, restarted and scaled CSQR respectively.
The latter two also use preprocessing. Note the sig-
nificant performance improvement over SQR and SSI.
The need for further work on termination criteria for
CSQR is also clear. Due to the form of the algorithm
the termination criterion used for SQR is not applicable
to CSQR. A simple estimation strategy for the spectral
radius of A — BF; is used.

For the second experiment, A is a 100 x 100 matrix with
the spectrum shown in Figure 1 (48 unstable poles). B
is a 100 x 20 random matrix. A multiple-input system is
required to keep the stabilization conditioning accept-

Table 1: Cost for Stabilization for Experiment 1.

Algorithm | Rank | Cost to | Cost to

' Stable | Detected

SSI 4 > 1600 | > 1600

SQR 4 1200 > 1600
PCSQR 1 310 410
RCSQR 1 250 350
SCSQR 1 80 150
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able, i.e., stabilizing large numbers of eigenvalues with a
single-input is very difficult. C is a random vector gen-
erated by RAND. SCSQR with rank 1 and scaling of A
by 0.9 stabilized the system within 65 iterations or less
than two iterations per unstable eigenvalue. The sta-
bilization was detected by 100 iterations and the feed-
back difference declined steadily. SSI, SQR or TSQR
would require the propagation of a basis with at least
48 vectors while CSQR updates a single vector while
stabilizing a large number of unstable eigenvalues.

Spectrum of A

X 4

of

-08F

-1

18 A: 100 x 100, 48 unstable poles.

s =2 -5 -1 05 0

Figure 1: Spectrum of A, Experiment 2

7 Conclusions

In general, the results here and in [2] indicate that
the proposed methods have tremendous promise to ef-
ficiently stabilize large scale systems.

SQR merges the two phases of Saad’s method success-
fully and performs as good as or better than subspace
methods while yielding the same stable eigenvalue dis-
tribution after feedback and with complexity compara-
ble to subspace methods. The proposed SQR termi-
nation criterion detects stabilization much earlier than
previously used techniques thereby improving efficien-
cy. SQR’s convergence is improved and its relation-
ship to other methods is demonstrated by the TSQR
method. The general algorithm space defined by T-
SQR deserves more attention and the use of a CSQR-
like square root strategy with an approximate Newton'’s
method has yet to be explored.



CSQR is very efficient in time and space and has mul-
tiple effective convergence accelerators. Its operation is
more flexible than SQR. It is, however, more compli-
cated than SQR to tune and the closed-loop spectrum
is not as simply related to the original spectrum as that
of SQR and SSI.

There are several directions for current and future work.
The merger of the two phases may be adaptable to oth-
er eigenvalue methods for use in stabilization, i.e., those
more sophisticated than SSI. The early stabilization
behavior of the DRDE requires more careful analysis
via a mix of convergence theory for the eigenvalues,
eigenspaces, feedback, and the DRDE. More effective
automatic restarting/scaling strategies are required for
CSQR as well as a theoretical understanding of the ef-
fect of restarting. While SQR has an effective termina-
tion criterion, that of CSQR needs further considera-
tion. The control of the final positions of the eigenval-
ues for CSQR also requires better understanding. Ini-
tial attempts at applying these methods to continuous
time problems are made in [2] and are encouraging, but
a substantial amount of improvement appears possible.
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