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ABSTRACT
A geometric approach is presented for designing algorithms to factor bivariate approximate polynomials over $\mathbb{C}[x, y]$. Given a perturbed composite polynomial, stably square-free, satisfying a genericity hypothesis (one that occurs often in applications) two algorithms are described that construct a nearby composite polynomial and its irreducible factors. The time to produce the factors is polynomial in the degree of the problem. A preliminary implementation in Maple is illustrated by several examples with comments on efficiency and numerical robustness. We also discuss on the possibility to get rid of the hypothesis.

Categories and Subject Descriptors
J.2 [Mathematics]; 1.1.2 [Computing methodologies]: Symbolic and Algebraic Manipulation— Algebraic Algorithms

General Terms
Algorithms, Theory
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1. INTRODUCTION

1.1 The problem
Over the past ten years symbolic-numerical algorithms for approximate polynomials (computation of greatest common divisors, functional decompositions, find zeros of multivariate systems, test primality; factorization) have been studied by many authors (see e.g. the proceedings of the SNC conferences and the references inside). The main common
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feature of the produced algorithms is to propose a strategy to find a nearby object with required properties. This can be often re-interpreted as a reverse engineering task: recognize a perturbed situation by a “small” distortion of a representation. However, the size of this small distortion is usually not easy to formalize and many authors present the efficiency of their algorithms by their effectiveness on some benchmarks.

An important problem of this family which meets a renewed interest is the factoring of approximate multivariate polynomials, and the bivariate case captures its essential issues. There exist several methods, algorithms and implementations for factoring multivariate polynomials in an exact setting and most have a polynomial complexity. See e.g. [2] or [10] or [4] and their bibliography. Here we are interested in the corresponding approximate problem (see e.g. [16]) which can be stated as follows (for two factors):

Given $f \in \mathbb{C}[x, y]$ of total degree $n$, and $\varepsilon \in \mathbb{R}$, find $g$ and $h \in \mathbb{C}[x, y]$ such that $g \times h = f + \Delta f$, where $\deg g, \deg h > 0, ||\Delta f|| < \varepsilon$ and $|| \cdot ||$ denotes an appropriate polynomial norm.

This problem has been already addressed by several authors as indicated below. The proposed methods find factors of an approximate polynomial if the given polynomial is “sufficiently close” to being factorable.

Let us assume, in the sequel, that $f$ is “approximately square-free”, that is, all polynomials near $f$ are square-free. This can be determined in practice by taking a random complex floating-point value for $x$ and using a fast algorithm to certify that the approximate GCD of $f(x, y)$ and $f_0(x, y)$ is 1. If this is not the case, then an algorithm to remove the multivariate approximate GCD such as described e.g. in [19, 26] could be used.

1.2 Some previous works
For a history of early algorithms see [14], [15]. The paper [1] is the first algorithmic paper using monodromy group action (as in section 2 below). The paper [9] considers point combinations, an exponential search, while the paper [12] uses an optimization method exponential in the degree of the factor recovered. The paper [13], is also of complexity exponential in the degree of the input. The papers [22, 21, 20] discuss another interesting algorithm based on zero-sum identities of power-series solutions of $f(x, y) = 0$. This algorithm is numerically stable and of polynomial complexity. The paper [5] presented a polynomial-time method and adopted a backward error analysis point of view. Similarly for the papers [17], [11] which applied Svd on the Ruppert-
1.3 Our approach

In this paper we focus on a geometric variation of the cited problem: control the size of the distance between \(f\) and \(f + \Delta f\) not only via their coefficients but also via discrete geometric data, namely discriminant and critical loci and the monodromy group attached to the polynomial (see section 2). This point of view can be related to the computation of the approximate GCD of two univariate polynomials \(f\) and \(g\) by pairing nearby (controlled by a distance) roots of \(f\) and \(g\) which are merged. Here the situation is more involved as the zero-sets are curves. We choose to rely on a finite set of characteristic points: the critical locus of the projection of the associated curve on the \(x\)-axis. Indeed this characterizes an algebraic curve for a given degree \(n > 2\).

Denote by \(X\) the (possibly singular) curve \(X = f^{-1}(0) \subset \mathbb{C}^2\), by \(p\) its projection on the \(x\)-axis \(p: X \to \mathbb{C}\) and choose a generic (i.e. random) fiber \(E = p^{-1}(a)\), which has \(n\) points. We denote by \(\Delta \in \mathbb{C}\) the discriminant locus of \(p\). The action of the fundamental group \(\pi(\mathbb{C} - \Delta)\) on \(E\) defines the monodromy group \(G\), and can be explicitly computed; the algorithms package in Maple contains a monodromy program that we will use and extend. For details on this program see section 2.

When \(f\) is irreducible, \(G\) acts transitively on \(E\), while when \(f\) is composite: \(f = f_1 \cdots f_s\), the orbits of \(G\) provide the \(s\)-partition of \(E\) by the subsets formed by the roots of the factors \(f_i\). This is the key combinatorial information which allows to recover the factorization of \(f\) by a continuation method. See e.g. [6, 24, 2]. In the exact setting, an early polynomial time algorithm for computing the absolute factorization of a bivariate polynomial using the monodromy was presented by [1], monodromy plays also an important role in the factorization algorithms presented in [9, 7, 19, 24, 25, 2, 3].

1.4 An illustrative example

We will use throughout the paper the following illustrative example: \(f_1\) and \(f_2\) are two random dense bivariate polynomials of degree 3, \(f\) is their product divided by 100, so that the coefficient are about 50 and \(F\) is a perturbation of \(f\) with a relative error of \(10^{-2}\).

\[ f_1 := 92x^3 + 4 + 3y^2 + 64xy + x^2 - 2 - 67x^2 + 3 \\
+ 8y^2 + 2 + 6x^2y + y^2 - 2 - 67x^2 - 18: \]

\[ f_2 := 68x^3 + 39y^2 + 20x^2 + 2 + 65x^2 + 3 \\
- 65x^2 - 2 - 67xy + 93x^2 + 243x^2 + 8x + 6: \]

\[ f := f_1 \times f_2 / 100: \quad F := \text{evalf}(f, 3); \]

The relative perturbation on the coefficients of the discriminant \(f\) is about \(5 \times 10^{-2}\). The relative perturbation on its roots is about \(10^{-1}\) for the double points and about \(10^{-2}\) for the simple points.

2. MONODROMY GROUP
In this section, we briefly define our main tool, the monodromy group: it is represented and its calculation is implemented in the package algcycles of Maple that we will use. More details can be found in [6].

Let \( f(x, y) \) be a polynomial of degree \( n \) in \( y \), that we suppose monic in \( y \) of degree \( n \), this hypothesis simplifies the presentation and is always satisfied after a generic (random) change of coordinates. Let \( X = f^{-1}(0) \) be the defined curve in \( \mathbb{C}^2 \) and \( p : X \to \mathbb{C} \) the projection on the \( x \)-axis. The discriminant locus \( \Delta \) of \( f \) is the zero-set of \( D := \text{Res}_y(f, f_y) \), it contains the simple branch points which are the projections of the points with a vertical tangent and the projections of the singularities of \( X \) (which are the solutions of \( f = f_y = f_z = 0 \)).

To define the monodromy, first select a base point \( x = a \) in the complex \( x \)-plane minus the discriminant locus. Let \( E \) be the fiber of \( p \) above \( a \) (i.e., the \( n \) distinct \( y \)-values for which \( f(a, y) = 0 \)). These \( y \)-values are now assigned an order, \( (y_1, y_2, \ldots, y_n) \). This ordering of the \( n \) \( y \)-values labels the sheets of the covering \( X \to p^{-1}(\Delta) \) of \( \mathbb{C} - \Delta \).

For each point \( b \in \Delta \), one chooses a path \( \gamma_b \) in the complex \( x \)-plane which starts and ends at \( x = a \), encircles only \( x = b \) counterclockwise and avoids all points of \( \Delta \). The \( n \)-tuple \( (y_1, y_2, \ldots, y_n) \) is then analytically continued around this path \( \gamma_b \). When one returns to \( x = a \), a new \( n \)-tuple is found, which has the same entries as \( (y_1, y_2, \ldots, y_n) \), but ordered differently: \( (y_{\sigma_1}(1), y_{\sigma_2}(2), \ldots, y_{\sigma_n}(n)) \), where \( \sigma_b \) is a permutation acting on the set of labels \( \{1, 2, \ldots, n\} \). We will say that the permutation \( \sigma_b \) is attached to the path \( \gamma_b \). Note that for different choices of \( \gamma_b \), we obtain different permutations. We will see later, how they can be compared.

Here are some typical situations. If \( x = b \) is a simple branching point, then \( \sigma_b \) is a transposition. If \( x = b \) is the projection of a simple double point (a node), then \( \sigma_b \) is the identity. If \( x = b \) is the projection of a cusp singularity like the one with local equation \( x^2 - y^3 = 0 \), then \( \sigma_b \) is the cyclic permutation of order \( 3 \).

For the effective calculation of the monodromy some labeling and ordering should be done. The Maple implementation (algcycles) that we will use (see [6]) and complete with new procedures, made the following choices.

1. **Base point and circles:** With every discriminant point \( b_i \), a radius \( r(b_i) \) is associated: \( (\rho \) denotes the distance\)

   \[ r(b_i) = \frac{2}{\rho(b_i, \{b_1, b_2, \ldots, b_n\} - \{b_i\})}. \]

   Let \( C(b_i, r(b_i)) \) denote the circle with center \( b_i \) and radius \( r(b_i) \). Then the circles \( C(b_i, r(b_i)) \) do not intersect each other.

   Now a base point \( a \) is chosen, such that the real part of \( a \) is smaller than the real parts of any of the \( b_i \). By this choice, the arguments of \( b_i - a \) are between \(-\pi/2 \) and \( \pi/2 \).

2. **Labeling of the sheets:** At the base point \( x = a \) there are \( n \) distinct finite \( y \)-values, they form the fiber \( E \) of \( p \). These are determined numerically as the solutions of \( f(a, y) = 0 \). Let these \( n \) \( y \)-values be assigned an order \( (y_1, y_2, \ldots, y_n) \), this labels the corresponding sheet of the covering \( y(x) \) which contains \( y_i \).

3. **Ordering of the discriminant points:** We order these points according to their argument with respect to the base point: if \( \arg(b_i - a) < \arg(b_j - a) \), then \( b_i \) precedes \( b_j \) in the ordering, where \( \arg() \) denotes the argument function. If \( \arg(b_i - a) = \arg(b_j - a) \), then \( b_i \) precedes \( b_j \) if \( |b_i - a| < |b_j - a| \). For example:

\[
\begin{array}{cccc}
10 & 9 & 8 & 7 \\
6 & 5 & 4 & 3 \\
2 & 1 & & \\
\end{array}
\]

4. **Choice of the paths:** The simplest path \( L(b_i) \) around \( b_i \) consists of one line segment from \( a \) to \( b_i - r(b_i) \). This is followed by \( C(b_i, r(b_i)) \), starting at \( b_i - r(b_i) \). Successively, a line segment is followed from \( b_i - r(b_i) \), back to \( a \). The algorithm chooses a path that is composed of line segments and semi-circles, and that is equivalent to the simplest path.

5. **Analytic continuation:** The path \( \gamma_b \) is discretized in small segments \( x_i \sim x_i+1 \), so that when a path is followed in the complex \( x \)-plane from \( x_1 \) to \( x_2 \), the \( n \) entries of \( f^{-1}(x_1) \) i.e. the roots of \( f(x_1, y) = 0 \), follow paths on the Riemann surface to the roots of \( f(x_2, y) = 0 \), by a numerical integration of a vector field defined by derivatives of \( f \) (see [6] or [5] for more details). This gives rise to an \( n \)-tuple, whose ordering is induced by the ordering of \( f^{-1}(x_1) \). The accepted size of \( |x_{i+1} - x_i| \) depends on the separation of the entries of \( f^{-1}(x_1) \).

6. **Monodromy group:** Consider a closed path starting from \( x = a \) and returning there after encircling one branch point \( x = b_i \). After analytic continuation of \( E \) along this path, the entries of \( E \) are recovered, but they are shuffled by the permutation \( \sigma_b \).

The collection of all \( \sigma_b \) generates the monodromy group, which is represented here as a subgroup of \( S_n \), the group of permutations of \( \{1, 2, \ldots, n\} \). Note that this representation depends on the choice of the labeling of the \( y \)-values at \( x = a \), so it is only unique up to conjugation.

The point \( x = \infty \) might also be a branch point. The corresponding permutation \( \sigma_\infty \) does not need to be computed by analytic continuation, since it can be determined from the other \( \sigma_b \).

7. **Example:** We apply the procedure monodromy to the perturbation \( F \) of \( f \) in our illustrative example.

\[
m := \text{monodromy(convert(f,rational),x,y)};
\]

The output is a list with three entries. The first entry \( m[1] \) is the basepoint \( x = a \) that the algorithm chose. The second entry \( m[2] \) is the fiber above \( a \) (i.e. our list \( E \)), it consists of \( n \) complex numbers. The third entry \( m[3] \) is a list, each entry contains a branchpoint \( b_i \) with its permutation \( \sigma_{b_i} \) (given as a product of disjoint cycles).
3. ALGORITHM 1

In this section, given a polynomial $F$ supposed a small perturbation of a composite polynomial $f$, and a “generic” base point $a$ in $\mathbb{C}$, we propose an algorithm to recover the partition of the fiber of $f$ above $a$. We denote by $X$ the curve defined by $f$ and by $Y$ the “perturbed” curve defined by $F$. We first analyze the situation.

3.1 Effect of a perturbation

With the hypothesis on $f$ described in the introduction, the discriminant $\Delta$ of $f$ admits only a subset of simple roots $s_1$, and a subset of double roots $s_2$. By a small deformation $F$ of $f$, each element of $s_2$ deforms into a “cluster” of 2 roots of the discriminant $\Delta_p$ of $F$, while each element of $s_1$ deforms to a root of $\Delta_p$. Our task is thus to separate in these two categories the elements of $\Delta_p$ as they all appear as simple roots of the discriminant of $F$. The ones in the first category come in pairs and form a set of clusters. So we will look for nearby points of $\Delta_p$.

This is done as follows. The user specifies a level of distortion of the coefficients of $f$, that we use to estimate probabilistically a level of deformation for each type of roots, as follows. Let the level of relative approximation for the coefficients of $f$ be $\alpha$. Then the expectation for the level of relative error for $D, \beta$, is about $2\alpha$. The expectation for the level for the simple roots is also about $\beta$, while the one for the double roots is about $\sqrt{\beta}$. In our illustrative example $\alpha = 5 \times 10^{-2}$, so we roughly expect perturbations of order $10^{-2}$ for the points in $s_1$ and perturbation of order $10^{-1}$ for the points in $s_2$.

We note that each point in $s_2$ is the projection of a double point of $X$ which is also deformed in a cluster of two critical points of the projection of $Y$. So we can improve the previous estimation of vicinity by considering not only the distance between two points of $\Delta_p$ but also the distance between the corresponding critical points in $Y$. They should be in the same level of magnitude.

As these estimation of levels are not precise, we will use them only as a guide for starting iterations.

A next observation is the following “conservation law”. The monodromy (on any generic fiber of $f$) defined by a small circle looping only around a double point of $\Delta$ is the identity; because each path in the Riemann surface above the circles remains in the same layer (as for two crossing lines in $\mathbb{C}$). This feature is conserved by deformation: the monodromy defined by a path $\gamma$ looping only around a pair of two roots of $\Delta_p$ obtained by deformation of a double point of $D$, is the identity (the simplest example is a couple of crossing lines deformed in an hyperbola).

If we are able to recognize all the pairs of roots of $\Delta_p$, obtained by deformations of an element of $s_2$, we can merge the two points of each such pair by creating “cuts” in the complex plane. Then we require that the paths $\gamma$ used to calculate the monodromy do not cross these cuts. Once this is done, the remaining roots of $\Delta_p$ define (a large number of) permutations of the fiber $E$ whose $s$ orbits give the target partition of $E$. The classes of this partition are subsets of cardinal $n_i$ with $\sum n_i = n$ and $\sum_{i<j} n_i n_j$ should be the number of merged elements.

Finally, together with the partition into layers, this process provides the coordinates $(x, y)$ of many points in each layer. So we can interpolate each $F_i, 1 \leq i \leq s$ (see next section 6 for more on this) and we expect that $F = F_1 \cdots F_s$ is small.

Here are some easy enumerative data. If $f$ admits two factors of degree $n/2$, then there are $n^2/4$ double points in the discriminant. The extreme cases are when $f$ admits a factor of degree 1 and one of degree $n - 1$, then there are $n - 1$ double points; while when $f$ admits $n$ factors of degree 1, there are $n(n - 1)/2$ double points.

3.2 Recognition process

In order to detect the pairs of roots $(p, q)$ to be merged, we could perform analytic continuation over the shortest path around $p$ and $q$ for every pair of roots of the discriminant. However, that would be $O(n^3)$ paths. To reduce the number of paths over which we perform analytic continuation, we order the points as described in the previous section 2, and for each point, compute a path around it and the basepoint. This requires $O(n^2)$ paths. Then we use two procedures given below to detect which pairs may be merged.

Take the triangle: basepoint - $p - q$. Consider all the points inside that triangle, in the order in which they appear in the output $M$ of algcurves [monodromy] (see in section 2 the subsection on the sorting of discriminant points). The only points that could be inside that triangle have ordering between $p$ and $q$, and must appear on the same side of $L$ as the basepoint, where $L$ is the line through $p$ and $q$. Finding these points is done with this Maple procedure:

```
PointsInTriangle := proc(M,p,q) local L,t,i;
# (L | t in R) is the line through p and q:
L := t * M[3][p,1] + (1-t) * M[3][q,1];
# Now (L | t in C). Two points in C are on
# the same side of line (L | t in R) iff the
# imaginary parts of their corresponding t-values
# are either both positive, or both negative.
# This lists i's for which M[3,i,1] (point #1)
# is on the same side as M[1] (the basepoint):
[seq('if'('Im(solve(l=L,M[1],t)) *
Im(solve(l=M[3,i,1],t)) > 0,
1, NULL), i=p+1..q-1)]
end
```

Then we multiply the permutations corresponding to the points inside that triangle, to get a permutation $g$. Now, in order to compare the permutation of point $p$ with that of point $q$, we first have to conjugate with $g$, and then multiply and check for identity. See the Maple code below for more details.

We start with the relatively closest pair of points with matching permutations. We make a cut in the complex plane joining the two points of the pair. Then we proceed iteratively, up to some threshold for the distance, we should replace a path crossing a cut (and producing a permutation $\gamma$) by a path avoiding that cut. However, we don’t compute any new analytic continuations, we just calculate the appropriate conjugate of $\gamma$ and obtain the same resulting permutation.

When the deformation is small enough, we should find the clusters corresponding to the intersections between the components.

We choose to start with a subset of pairs of roots of $\Delta_p$ for which the distance between the two points of the pair is smaller than the threshold provided by the estimation described in the previous subsection. Then we apply the procedure MatchingPermutations to see which pairs should
be merged. Then we perform the merging and check if the monodromy action is no longer transitive.

Remark that if we remove more points and create more cuts than necessary, it is likely that there remain enough points and paths to recover the targeted partition of $E$ (the fiber over the base point).

3.3 Maple procedures

Here are some Maple procedures that implement the previous approach.

`maple procedures`

```
3.3 Maple procedures

Here are some Maple procedures that implement the previous approach.

"mp" computes the product of several permutations, "inperm" inverts a permutation and "orbit" computes the orbits of a subgroup of permutations.

With the previous notations, the following procedures return true if the shortest path around points $p,q$ has trivial permutation $= 1$.

```

Then let us denote by $S$ the set of pairs that we discard and by $P$ the subset of discriminant points $1,2,...,nops(M[3])$ that we keep.

$S := \text{NULL};$

for $p$ to nops($M[3]$)-1 do

for $q$ from $p+1$ to nops($M[3]$) do

$d := \text{abs}(M[3][p][1]-M[3][q][1]);$

if $d > 0.3$ then next fi;

if MatchingPermutations($M[p][q]$) then

$S := S, [p, q, d];$

fi

od;

end;

The number $0.3$ was used as a threshold, if no such threshold is available then that line should be deleted. To check if the monodromy is transitive for a set of points $P$, we use the following procedure.

```

3.4 Illustrative example

If a pair $p,q$ of discriminant points of $F$ comes from a double point of $f$, then we assume that the path around $p,q$ corresponds to a path around that double point (and hence has trivial monodromy). The above program MatchingPermutations is based on this assumption. However, it is possible that this assumption fails during the deformation, the points $p,q$ move away from each other, starting at the double point. However, if during this process a third branchpoint $r$ moves between $p,q$, then the effect of that will be that $\sigma_p$ (or $\sigma_q$) will be conjugated by $\sigma_r$, after which $\sigma_p \sigma_q \sigma_r$ no longer needs to be trivial.

This seemingly unlikely situation actually happened in one of our examples, the example from section 1.4, because of a coincidence that happens with the projection on the $x$-axis. As a result, the code only finds 8 out of the 9 pairs that should have been matched. An easy fix is that switching to another projection will likely make the problem go away. Another fix would be to check $\sigma_p, \sigma_q$ and $\sigma_r$, whenever a pair $p,q$ is so close to another branchpoint $r$ that this situation may have occurred (for additional robustness this could be combined with the computation of the pseudo singular points in section 4.2, because such a point should be found near the center between $p,q$ if $p,q$ originated from a double point). For this example we simply switched to another projection by exchanging the roles of $x$ and $y$.

We order the 30 roots of $\Delta_p$ as before, and take the set $S$ of the pairs under the threshold 0.3 that satisfy the previous matching test. Then we get 9 elements:

$S := \{[15, 16, .037], [18, 19, .075], [12, 13, .075], [23, 25, .12], [6, 8, .12], [28, 29, .13], [2, 3, 13], [21, 26, .26], [5, 10, .26]\}$

So $30 - 9 = 12$ pairs are left. The generated subgroup is not transitive and provides the partition in two subsets (with 3 elements each) of the fiber $E$. The corresponding factors will be computed by interpolation.

4. ALGORITHM 2

In this section we present a new method, based on a geometric analysis, for diminishing the distance between a perturbed composite polynomial satisfying our genericity hypothesis and the set of composite polynomials. Then the “preprocessed” input can be treated by various factorization algorithms including the following one that we may call an “early detection” of the monodromy.

4.1 Early detection

In this subsection, we sketch a probabilistic method to reach by an early detection the targeted partition of the fiber $E$.

In the previous section, algorithm 1 explores all points of the discriminant set $\Delta_p$ and determines iteratively a set of pairs of points of $\Delta_p$ which should be discarded together with their associated permutations of $E$. Thus the set of generators of the monodromy group decreases. The process stops when the orbit of the monodromy group splits, hence provides a partition of $E$.

Here we will proceed in the opposite direction: we start with an empty set of generators of the monodromy group and iteratively enlarge it, so we will coagulate the orbits to get the partition.
4.2 Pseudo singular points

We first need to locate the clusters of points on $Y = F^{-1}(0)$ created by the deformation of the singular points of $X = f^{-1}(0)$. We can call them pseudo singular points. They are the solutions of a system of three "approximate equations" $(F, F'_x, F'_y)$ in $(x, y)$. We expect the same order of magnitude in $\epsilon$ for the derivatives of $f$ as for $F$. By a deformation of $f$, a common solution $A$ to the three equations $(f, f'_x, f'_y)$ produces a cluster of three points $(A_{12}, A_{13}, A_{23})$. $A_{12}$ (respectively $A_{13}$ and $A_{23}$) is the common solution of $(F, F'_x)$, respectively of $(F, F'_y)$ and $(F'_x, F'_y)$. We expect that the order of magnitude of the distance between $A$ and $A_{12}$, or $A_{13}$ is about $\sqrt{\epsilon}$ while the order of magnitude of the distance between $A$ and $A_{23}$ is only about $\epsilon$. A practical way for locating such clusters is as follows.

1. Compute approximately the set $A$ of the $(n-1)^2$ common solutions of $(F'_x, F'_y)$ in $\mathbb{C}^2$. This can be done via resultants of a rational approximation of $F$.

2. Take the subset $B \subseteq A$ consisting of those $P \in A$ for which $F(P)$ is close to 0 (tolerance $O(\epsilon)$).

If we know the desired degrees of the factors, then we can work without a threshold. For example, if $f$ should have two factors of degree $n/2$ then we can sort the points $P$ in $B$ (where the $P$ for which $F(P)$ is relatively closest to 0 come first) and take the first $n^2/4$ elements.

4.3 Forbidden zones

We project $B$ on the $x$-axis, and consider the set of $m$ small disks (or squares) centered at the $m$ projected points and of radius about $\sqrt{\epsilon}$, in such a way that each of them contains at least two points of the discriminant set $\Delta$. Let $U$ denote the union of these disks.

Then we choose a base point $a$ outside of $U$ and of $\Delta$, and consider a set of random paths $\gamma_j$ starting and ending at $a$, avoiding $U$ and of $\Delta$ and encircling about a third or half of the points of $\Delta$. The paths are constructed iteratively and are concatenations of lines and portions of circles. To each such paths $\gamma_j$ we associate via continuation, as explained in section 2, a permutation $\sigma_j$ of the fiber $E$ above $a$.

Let $G_J$ be the group generated by a family $\{\sigma_j; j \in J\}$ of such permutations. When we increase $J$, the orbits of $G_J$ coagulate and eventually they converge to the targeted partition of $E$.

4.4 Other strategies

If we already computed the monodromy as explained in section 2, we can use this information. Indeed we don’t need to compute new continuations, but we can use a concatenation of the already computed paths in order to get the permutations associated to homotopic paths that avoid the forbidden zones. So we fully control the choice of the paths. We can also consider a mix of the two algorithms.

An opposite strategy would be to travel blind and construct the loops without computing in advance all the pseudo singular points: The forbidden zones are constructed dynamically when the path detects a nearby potential pseudo singular point via the size of a normalized gradient of $F$. Such a continuation algorithm was presented in [5].

4.5 Example

We applied the procedure of computation of the pseudo singular points to our illustrative example. With a threshold equal to 0.1 or to 0.2, we obtain 11 pseudo singular points, (X has only 9 singular points). However, one of the pseudo singular point of $Y$ very near to a singular point of $X$ is obtained with distance larger than the two "extra" ones. This shows that we may have to accept more pseudo singular points of $Y$ than singular points of $X$ in order not to miss one. For the lucky case that we do have the correct number of pseudo singular points we implemented a TrivialFactoring program [8] that simply interpolates those points to find factors (see also section 6).

5. WHAT HAPPENS WITH HIGHER SINGULARITIES

In the previous sections we made the important hypothesis that $F$ was a small deformation of a composite polynomial $f = f_1 \cdots f_s$ such that $X_1 = f^{-1}_1(0)$ are all smooth. Therefore the only singularities of $f$ are a fixed number of nodes (double points).

In this section, we discuss some issues and sketch some possibilities of solutions when $f$ has more complicated singularities.

First of all let us recall the classical results on perturbation of multiple roots of a univariate polynomial: the typical behavior is the one of $x^a - \epsilon$ with $\epsilon$ small, so the root 0 is perturbed at a distance of $\epsilon^{1/a}$-root of $\epsilon$.

This extends to systems of two bivariate polynomials: the more complicated the singularity is, the further the roots move away. Indeed, it suffices to analyze the projections on two lines, and clusters of several roots are not easy to locate. One strategy used in one variable, and which can be generalized in two (or more) variables, is to locate the clusters of $d$-roots of a polynomial $P$ is the following. First compute the zeros of $P$, $P'$, $P''$, $P'''$, $P''''$. Then for each zero $x_1$ of $P^{(d)}$, such that $P^{(d)}(x_1)$ is big enough, there are two zeros of $P^{(d-1)}$ at a distance about $\sqrt{\epsilon}$, then three zeros of $P^{(d-2)}$ at a distance about the third root of $\epsilon$, and so on till $d$ zeros of $P$ at a distance about the $d^{th}$-root of $\epsilon$. The situation is more complicated in two variables because one has to consider not the totally ordered iterations of derivations of $P$ but the the partially ordered iteration of the partial derivations of $F(x,y)$. This was studied by several authors including T. Ojika, and more recently G. Lecerf see references in e.g. [18].

In our setting such singularities may show up in three different ways: For one or more $i$, $X_i = f_i^{-1}(0)$ admits singularities, but

- We still have the property that for any two $i$ and $j$, $X_i$ and $X_j$ intersect transversally (and their small deformations also intersect transversally) and form only nodes at these intersections. Then the strategy presented in the previous sections can be adapted and re-used with small changes, because we focus on the intersections.
- We still have the property that for any two $i$ and $j$, the intersection point of $X_i$ and $X_j$ is a smooth point of $X_i$ and a smooth point of $X_j$, but they are tangent. Then we can try to adapt the previous strategy but the analysis and the algorithm will be a bit more intricate.
• For two $i$ and $j$, the intersection point of $X_i$ and $X_j$ is not a smooth point of $X_i$. Then the situation is even more complicated.

In all cases, a general strategy for obtaining an approximate factorization of $F$ is to first approximate $F$ by the nearby more singular polynomial.

Let us illustrate this paradigm on a case that we encountered when we experimented our algorithms. We created a benchmark of small degree polynomial with two factors, choosing two random polynomials $f_1$ and $f_2$ of degree 4 and 5 via the Maple command randpoly, and then deforming $f$ into $F$. However, one such pair represented two curves $X_1$ and $X_2$ almost tangent at a point. Instead of finding the expected $4 \times 5 = 20$ common solutions to $F$, we found 21 even for quite small perturbations.

This can be explained as follows: to simplify the notations, let suppose that the tangent point correspond to two parabolas and is represented by the two equations $f_1 := y - x^2$ and $f_2 := y + 2x^5$, so $f := y^2 + x^7 - 2x^5$. By a small deformation, the nearby composite curve is formed by the union of the two parabolas intersecting (transversally) at two points nearby 0. However, the partial derivatives $F'_x$ and $F'_y$, of the deformed polynomial $F$ have 3 common roots nearby 0, (because $f'_x = 2y + x^2$ and $f'_y = 2xy - 6x^4$ have a root in 0 of multiplicity 3) and $F$ almost vanishes at these 3 points, so we can hardly distinguish 2 out of these 3 points.

The suggestion is to consider the second derivatives: $f''_{xy} = 2$, $f''_{yy} = 2x$ and $f''_{xx} = 4y - 24x^2$ and observe that $f''_{xy} - f''_{yy}$ vanishes at 0 and that $f''_{yy}$ and $f''_{xx}$ have a common simple solution in 0. This last property is preserved by a small deformation and give a good estimate of the location of the cluster.

If among the pseudo singular points we correctly selected the subset $B$ coming from true singularities, then we can apply a Newton iteration to bring those points closer to true singularities, as follows: Consider the space of polynomials that vanish at all $P \in B$, and then replace $F$ by the projection of $F$ on that space. We implemented this, see NearestPoly [8]. If the initial errors were sufficiently small, say of size $O(\epsilon)$, then this process has quadratic convergence and should lead to an output that is no further than $O(\epsilon^2)$ away from an optimal output $f$ (assuming transversal intersections, the distance from a $P \in B$ to a singularity of $f$ is $O(\epsilon)$, and hence $f(P) = O(\epsilon^2)$). Note that this gives another potential way to determine a lower bound for the distance from $F$ to a nearest reducible polynomial. We hope to compute such a lower bound and compare to other approaches in the final version of this paper).

6. INTERPOLATION

The previous procedures “recognize” the partition of the fiber $E = \pi^{-1}(a)$, above the base point $a$, into $s$ disjoint subsets $I_j$ with $1 \leq j \leq s$ of $[1, \ldots, n]$ and identify several points $M_j = (x_j, y_j)$ on the corresponding layer. Then it remains to compute, by interpolation at these points, candidate factors $F_j$. Then this factorization can be improved further by one or more Newton steps.

The general method is to find the coefficients of each $F_j$, e.g. in the monomial basis of dense polynomials of degree $n_j$, by imposing a family of linear conditions on these coefficients.

These conditions express the vanishing of $F_j$ at the $M_j$ corresponding to $F_j$. Then one solves approximately the (overdetermined) linear system using QR or Svd techniques. There are several ways to choose the points $M_j$.

1. Take any subset of the points $M_j$ used during the analytic continuations in the monodromy computation.
2. Take $m$ points $x_i$ in the complementary of the discriminant locus and all $n$ points $M_j$ above each $x_i$ organized in a grid.
3. Take all double points.
4. Take for each $j$, the $n_j(n_j - 1)$ critical points $M_j$ of $F$ corresponding to the branching points producing $I_j$, as well as the conditions coming from $F'_j(M_j) = 0$.

The second possibility with $m = 2n$ points widely spread in the $x$-axis gives satisfactory results. However, it seems that the distance (defined by the difference of the coefficients) between each candidate factor $F_i$ to the corresponding $f_i$ is smaller than the distance from their product to $F$. So Newton step(s) can improve the result. If $s = 2$ a Newton step amounts to solving approximately (Svd) in the coefficients of $(\delta F_1, \delta F_2)$ the overdetermined linear system

$$F - F_1 \cdot F_2 - F_1 \cdot \delta F_2 - F_2 \cdot \delta F_1 = 0.$$  

The third and the fourth possibility have the advantage of focusing on the discriminant and critical loci. So the candidate $F_i$ will have discriminant and a critical point near a subset of the loci of $F$. This is more in the spirit of a geometric approach to the factoring problem.

Remark When the polynomial $F$ is monic in $y$, the second possibility has the advantage that, for each triple of $x$-values $(x_1, x_2, x_3)$, we can check the zero-sum condition for each set of points corresponding to a given $j$, then return to the main loop if it fails, or simply if needed deform the points in a fiber (as done e.g. in [25]) before the interpolation.

6.1 Illustrative example

With our illustrative example, we took 12 points in the rectangle $[-2.1, -1.5, 1.5]$ included in the $x$-axis and the points above them (in the corresponding fibers) divided in two sets $U$ and $V$. Therefore, $U$ defines 36 homogeneous linear conditions on the ten coefficients of $F_1$; and respectively for $F_2$. Once normalized by letting $F_1$ and $F_2$ to be monic in $y$. We have that the (normalized) maximal difference between the coefficients of $f$ and its perturbation $F$ is 0.01. We obtain two candidate factors $F_1$ and $F_2$ with a maximal difference with the coefficients of $f_1$ and $f_2$ of 0.02 and 0.03 while the maximal difference between the coefficients of $F$ and $F_1 \cdot F_2$ is 0.03. This can be improved with only one Newton step and we get new candidate factors $F_1$ and $F_2$ such that the maximal difference between the coefficients of $F$ and $F_1 \cdot F_2$ is 0.003 which seems satisfactory.

7. CONCLUDING REMARKS

We presented a new geometric approach and two algorithms for factoring bivariate approximate polynomials. A draft implementation and some test files with examples are available at [8]. The algorithms work for bivariate approximate polynomials that are close enough to exactly factorable polynomials. The presented algorithm assumes that the
input polynomial approximates a product of polynomials defining smooth curves that intersect transversally. In section 5 we discussed the effect of more complicated singularities. In the near future we will try to extend our algorithm to this more general case. We can also incorporate in our algorithm, the zero-sums tests in order to speed up the iteration step before going to the interpolation step. We will also implement the use of orbits of the monodromy attached to chosen large paths including several branching points, to speed up the computation of the targeted partition, adapting to our setting the observation of [24]. Another interesting direction of research is to compare our approach with the one using the Ruppert-Gao matrix developed in [11].
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