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Abstract

We consider linear difference equations with polynomial coefficients over C and their solutions in
the form of sequences indexed by the integers (sequential solutions). We investigate the C-linear
space of subanalytic solutions, i.e., those sequential solutions that are the restrictions to Z of
some analytic solutions of the original equation. It is shown that this space coincides with the
space of the restrictions to Z of entire solutions and the dimension of this space is equal to the
order of the original equation.

We also consider d-dimensional (d ≥ 1) hypergeometric sequences, i.e., sequential resp. sub-
analytic solutions of consistent systems of first-order difference equations for a single unknown
function. We show that the dimension of the space of subanalytic solutions is always at most
1, and that this dimension may be equal to 0 for some systems (although the dimension of the
space of all sequential solutions is always positive).

Subanalytic solutions have applications in computer algebra. We show that some implemen-
tations of certain well-known summation algorithms in existing computer algebra systems work
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correctly when the input sequence is a subanalytic solution of an equation or a system, but can
give incorrect results for some sequential solutions.

Key words: Entire Solutions of Linear Difference Equations, Subanalytic Solutions of Linear
Recurrence Equations, Hypergeometric Sequences
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1. Introduction

Power series are a convenient tool to investigate analytic solutions of equations of
different kinds, in particular difference equations. It turns out that such series are also
useful to work with sequential solutions of difference equations, i.e., solutions in the form
of sequences indexed by the integers.

In this paper we deal with solutions of linear equations with polynomial coefficients:

ad(z)y(z + d) + · · ·+ a1(z)y(z + 1) + a0(z)y(z) = 0; (1)

the polynomials a0(z), a1(z), . . . , ad(z) will be often considered as polynomials over C.
Then a sequential solution of equation (1) is a sequence of complex numbers (cn)n∈Z
such that ad(n)cn+d + · · ·+ a1(n)cn+1 + a0(n)cn = 0 for all n ∈ Z. The dimension of the
C-linear space of such solutions cannot be less than d, but is not necessarily equal to d.
In Section 2 we show that for any integer m ≥ 0 there exists an equation of the form (1)
of order d such that the dimension of the space of sequential solutions of this equation
is d+m. But the situation is different if we consider those sequential solutions that are
the restrictions to Z of single-valued analytic solutions of (1) which are defined for all
integer values of the argument. Such sequential solutions will be called subanalytic 1 . In
Section 4 we show that the dimension of the C-linear space of subanalytic solutions is
always equal to d.

It is known that any equation of order d of the form (1) has a fundamental system
of entire solutions (Praagman, 1986, Th. 5). We strengthen this result. In Section 5 we
show that the space of subanalytic sequential solutions coincides with the space of those
sequences that are the restrictions to Z of entire solutions of (1). This implies that the
restrictions to Z of entire solutions make up a C-linear space of dimension d. If I is an
arbitrary segment {k, k+ 1, . . . , l} of integers such that a0(z) 6= 0 for z = k−1, k−2, . . .,
ad(z − d) 6= 0 for z = l + 1, l + 2, . . ., and l − k + 1 ≥ d, then any sequential solution is
uniquely defined by the values of those elements whose indices belongs to I. We show that
a basis of the restrictions to I of all entire solutions of (1) can be found algorithmically
(Sections 3.3, 5).

In Section 6 we consider d–dimensional (d ≥ 1) hypergeometric sequences, i.e., sequen-
tial resp. subanalytic solutions of consistent systems of first-order difference equations
for a single unknown function:

pi(z1, . . . , zd)y(z1, . . . , zi−1, zi + 1, zi+1, . . . , zd) = qi(z1, . . . , zd)y(z1, . . . , zd),

where (z1, . . . , zd) ∈ Cd, and pi, qi are non-zero polynomials which are relatively prime for
each i ∈ {1, 2, . . . , d}. We show that the dimension of the space of subanalytic solutions is
always at most 1, and that this dimension may be equal to 0 for some systems (although
the dimension of the space of all sequential solutions is always positive).

? Supported by RFBR grant 07-01-00482-a.
??Supported by NSF grant 0728853.
? ? ?Supported by MVZT RS grant P1-0294

Email addresses: sabramov@ccas.ru (S. A. Abramov ), moulay.barkatou@unilim.fr

(M. A. Barkatou), hoeij@math.fsu.edu (M. van Hoeij), Marko.Petkovsek@fmf.uni-lj.si

(M. Petkovšek).
1 No direct relation to the subanalytic functions of real algebraic geometry.
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Subanalytic solutions have applications in computer algebra. In Section 7 we show that
some implementations of certain well-known summation algorithms (Gosper’s algorithm
(Gosper, 1978; Petkovšek, Wilf, Zeilberger, 1996), Zeilberger’s algorithm (Zeilberger,
1991; Petkovšek, Wilf, Zeilberger, 1996), Accurate Summation algorithm (Abramov, van
Hoeij, 1999)) in existing computer algebra systems work correctly when the input se-
quence is a subanalytic solution of an equation or a system, but can give incorrect results
for some sequential solutions.

In addition to subanalytic solutions we also consider the so-called subformal solutions,
whose values are derived from formal power series instead of from convergent ones. This
allows us to consider an arbitrary field K of characteristic zero as the ground field in
(1), and, moreover, we show that if K = C then the C-linear spaces of subanalytic and
subformal solutions of equation (1) coincide (Section 4.2). This simplifies proofs of some
statements in the case K = C since we do not need to treat convergent and divergent
series separately.

Short reviews of some of the results of this paper were given in (Abramov, 2008;
Abramov et al., 2008).

Acknowledgement. The authors wish to thank M. Singer for attracting their attention
to the paper (Praagman, 1986).

2. Sequential solutions

Let K (the ground field) be an arbitrary field of characteristic zero. We start with linear
difference equations of the form (1) where a1(z), a2(z), . . . , ad−1(z) ∈ K[z], a0(z), ad(z) ∈
K[z]\{0}, gcd(a0(z), . . . , ad(z)) = 1. We associate with equation (1) the linear difference
operator

L = ad(z)Ed + · · ·+ a1(z)E + a0(z) ∈ K[z, E], (2)

where E is the shift operator: E(y(z)) = y(z + 1). Equation (1) can be rewritten in the
form L(y) = 0.

In the rest of this paper, L will denote an operator of the form (2) (K = C in Sections
4, 5). By a solution of L we will mean a solution of the equation L(y) = 0.

Definition 1. A sequence of elements of K indexed by the integers

c : Z→ K, c = (cn),

is a sequential solution of operator (2) if

ad(n)cn+d + · · ·+ a1(n)cn+1 + a0(n)cn = 0

for all n ∈ Z. The K-linear space of sequential solutions of L will be denoted by V (L).

A segment of integer numbers

I = {k, k + 1, . . . , l}, k, l ∈ Z, k ≤ l,

is an essential segment of (2) if
• the polynomial ad(z − d) has no integer roots greater than l,
• the polynomial a0(z) has no integer roots smaller than k,
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• l − k + 1 ≥ d.
If I is an essential segment of operator (2) then any sequential solution c is uniquely

determined by the values cn, n ∈ I. Therefore to describe V (L) it is sufficient to find a
basis of the restriction of V (L) to I.

Theorem 2. Let L be an operator of the form (2) and V (L) the K-linear space of its
sequential solutions. Then:

(i) for any L of the form (2) we have dimV (L) ≥ d;
(ii) for any integer d > 0, m ≥ 0 there exists an operator L of order d such that dimV (L) =

d+m.

Proof. (i) Let I be an essential segment of L. The restriction of V (L) to I consists of
all the vectors (ck, ck+1, . . . , cl) that satisfy

d∑
i=0

ai(n)cn+i = 0, for n = k, k + 1, . . . , l − d.

This is a system of l − d − k + 1 = #(I) − d ≥ 0 linear algebraic equations for the
l − k + 1 unknowns ck, ck+1, . . . , cl. Let A ∈ K(l−d−k+1)×(l−k+1) be the matrix of this
system. Then dimV (L) = nullity(A), and from the rank-nullity theorem

dimV (L) = #(columns of A)− rank(A)

≥#(columns of A)−#(rows of A)

= (l − k + 1)− (l − d− k + 1) = d.

(ii) The case d = 1 has been proven in (Abramov, Petkovšek, 2008). It can be gener-
alized as follows: take the operator

Ld,m = (Ed − 1) ◦ qd,m(z) = qd,m(z + d)Ed − qd,m(z) (3)

where qd,m(z) =
∏m
k=0(z − (2k + 1)d).

For any sequential solution (un) of the operator Ed − 1 one has, for all n ∈ Z

un =
d−1∑
k=0

ukδk,n̄

where n̄ denotes the remainder of n modulo d, δ being the Kronecker delta.
If (cn) is a sequential solution of Ld,m then the sequence (qd,m(n)cn) is a solution of

Ed − 1 and hence

qd,m(n)cn =
d−1∑
k=0

qd,m(k)ckδk,n̄

for all n ∈ Z.
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Putting n = d (or n = any root of qd,m(z)) in the above equality shows that qd,m(0)c0 =
0. It then follows that c0 = 0 and

cn =
1

qd,m(n)

d−1∑
k=1

qd,m(k)ckδk,n̄,

for all n ∈ Z \ {d, 3d, . . . , (2m + 1)d}. Hence (cn) is uniquely determined by the d + m
constants: c1, . . . , cd−1, cd, c3d, . . . , c(2m+1)d.

A basis of V (Ld,m) is given by the following m+ d sequences:

c
(k)
n =

 0, if n ∈ {d, 3d, . . . , (2m+ 1)d},
qd,m(k)
qd,m(n)δk,n̄, otherwise

for k = 1, . . . d− 1,

c
(d+j)
n = δn,(2j+1)d for j = 0, . . .m.

2

Example 1. (d = 1,m = 2) Let

L = z(z − 2)(z − 4)E − (z − 1)(z − 3)(z − 5). (4)

The segment I = {1, 2, 3, 4, 5} is an essential segment of L. A basis for the restriction
of V (L) to I (i.e., a basis of fragments (c1, c2, c3, c4, c5) of sequential solutions) is

(1, 0, 0, 0, 0), (0, 0, 1, 0, 0), (0, 0, 0, 0, 1).

There are three sequential solutions

c(1), c(2), c(3)

corresponding to the elements of this basis. It is easy to show that

c(1)
n = δn,1, c(2)

n = δn,3, c(3)
n = δn,5, (5)

n ∈ Z.

When d = 1,m = 2, the operator (3) coincides with the operator L1,2 from Example
1. In the following example d = 1,m = 1, but the operator does not coincide with L1,1.

Example 2. Let

L = 2(z + 1)(z − 2)E − (2z − 1)(z − 1). (6)

The segment I = {1, 2, 3} is an essential segment of L. A basis for the restriction of
V (L) to I (i.e., a basis of fragments (c1, c2, c3) of sequential solutions) is(

−1
8
, 0,

1
64

)
,

(
−1

4
, 0,

1
64

)
.
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There are two sequential solutions

c(1)
n = lim

v→n

Γ(2v − 2)
Γ(v + 1)Γ(v − 2)4v

=
(n− 2)Γ(n− 1

2 )
8
√
πΓ(n+ 1)

, n ∈ Z,

and

c(2)
n =

(
2n−3
n

)
4n

, n ∈ Z,

corresponding to the elements of this basis. The sequences c(1) and c(2) coincide when
n > 1 or n < 0, but in combinatorics

(
2n−3
n

)
is usually defined to be −1 when n = 1 and

1 when n = 0, while limv→1
Γ(2v−2)

Γ(v+1)Γ(v−2) = − 1
2 and limv→0

Γ(2v−2)
Γ(v+1)Γ(v−2) = 1

2 .

3. Subformal solutions

3.1. Formal sequences of bounded altitude

As usual, we denote by K[[ε]] the ring of formal power series in ε and by K((ε)) the
field of formal Laurent series, i.e., the quotient field of the ring K[[ε]] (here ε is a new
variable, rather than a “small number”). If s(ε) ∈ K((ε)) and

s(ε) = tmε
m + tm+1ε

m+1 + · · · , tm 6= 0 (7)

for some m ∈ Z, then we write ν(s) = m, setting ν(0) =∞. It is well known that ν is a
valuation, ν(st) = ν(s) + ν(t) and ν(s + t) ≥ min{ν(s), ν(t)} for all s(ε), t(ε) ∈ K((ε)).
Write [εk]s for the coefficient of εk in s(ε). For any s(ε) ∈ K((ε)) and m ∈ Z, define the
truncation of s(ε) at m as the Laurent polynomial

s(ε) |m =


0, if ν(s) > m,

m∑
k=ν(s)

(
[εk]s

)
εk, otherwise.

For s(ε), t(ε) ∈ K((ε)) and m ∈ Z, write s ∼m t if ν(s − t) > m. Then ∼m is an
equivalence relation in K((ε)) with the following properties:

Lemma 1. Let s(ε), t(ε), s′(ε), t′(ε) ∈ K((ε)) and m, k ∈ Z. Then
(i) s|m ∼m s,
(ii) s ∼m s′ =⇒ st ∼m+ν(t) s

′t,
(iii) s ∼m t, m ≥ k =⇒ s ∼k t,
(iv) s ∼m s′, t ∼m t′ =⇒ s+ t ∼m s′ + t′.

Proof.
(i) If ν(s) > m then ν(s|m − s) = ν(−s) = ν(s) > m. Otherwise ν(s|m − s) =

ν(
∑∞
k=m+1

(
[εk]s

)
εk) > m.

(ii) ν(st− s′t) = ν((s− s′)t) = ν(s− s′) + ν(t) > m+ ν(t).
(iii) This is obvious.
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(iv) ν(s+ t− (s′ + t′)) = ν((s− s′) + (t− t′)) ≥ min{ν(s− s′), ν(t− t′)} > m. 2

A sequence F : Z→ K((ε)) will be called a formal sequence. Set

BK = {F | F : Z→ K((ε)), min
n∈Z

ν(Fn) > −∞}.

The set BK is evidently aK((ε))-linear space. If F ∈ BK then the value of minn∈Z(ν(Fn))
is the altitude of F ; we will use the notation alt(F ) for this value. Let alt(F ) = m <∞.
Then we can consider the sequence f : Z→ K, where fn is the coefficient of εm in the
series Fn. The sequence f is called the bottom of F and denoted by bott(F ). Notice that
the altitude of the zero sequence is positive infinity: alt(0) =∞. Set bott(0) = 0.

For F,G ∈ BK and m ∈ Z, write F ∼m G if Fn ∼m Gn for all n ∈ Z.

Lemma 2. Let F,G ∈ BK . If F ∼alt(G) G, then alt(F ) = alt(G) and bott(F ) = bott(G).

Proof. Write Fn =
∑∞
k=−∞ ak,nε

k and Gn =
∑∞
k=−∞ bk,nε

k. By assumption, ν(Fn −
Gn) > alt(G) for all n ∈ Z, so ak,n = bk,n for all k ≤ alt(G) and n ∈ Z. Therefore

(1) k < alt(G) =⇒ ak,n = 0 for all n ∈ Z,
(2) k = alt(G) =⇒ ak,n 6= 0 for some n ∈ Z.

It follows that alt(F ) = alt(G), and aalt(F ),n = balt(G),n for all n ∈ Z. Hence bott(F ) =
bott(G). 2

Proposition 1. If F (1), F (2), . . . , F (l) ∈ BK are K((ε))-linearly dependent then
bott(F (1)),bott(F (2)), . . . ,bott(F (l)) are K-linearly dependent.

Proof. Let
∑l
j=1 sj(ε)F

(j) = 0 where not all of s1(ε), s2(ε), . . . , sl(ε) ∈ K((ε)) are zero
series. Set

m = min
1≤j≤l

alt
(
sj(ε)F (j)

)
= min

1≤j≤l

(
ν(sj) + alt

(
F (j)

))
.

If m =∞ then sj(ε)F (j) = 0 for all j, hence F (j) = 0 for some j, and the assertion holds.
Suppose that m <∞. For j = 1, 2, . . . , l define

tj =

 [εν(sj)]sj(ε), if alt
(
sj(ε)F (j)

)
= m,

0, otherwise.

Then not all tj are zero and

l∑
j=1

tj bott(F (j)) =
∑

alt(sj(ε)F (j))=m

(
[εν(sj)]sj(ε)

)
· bott(F (j))

= bott

 l∑
j=1

sj(ε)F (j)

 = bott(0) = 0. 2

The converse of Proposition 1 is false as witnessed by Example 3 below. Neverthe-
less, if F (1), F (2), . . . , F (l) ∈ BK are K((ε))-linearly independent then there always exist
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K[ε, ε−1]-linear combinations G(1), G(2), . . . , G(l) of F (1), F (2), . . . , F (l) whose bottoms
are K-linearly independent (see Proposition 2).

Example 3. Define formal sequences F (1), F (2), . . . , F (l) by setting

F (j)
n =


1, if n = 0,

ε, if n = j,

0, otherwise,

for all j ∈ {1, . . . , l} and n ∈ Z. These sequences are clearly K((ε))-linearly independent,
but their bottoms are K-linearly dependent since they coincide: bott(F (j)) = (δn,0)n∈Z
for j = 1, . . . , l. Another such example is given in Section 4.1 (Example 7).

Lemma 3. If F (1), F (2), . . . , F (l) ∈ BK are K((ε))-linearly independent then there are
n1, . . . , nl ∈ Z and G(1), . . . , G(l) ∈ K((ε))F (1) + · · ·+K((ε))F (l) such that alt

(
G(j)

)
= 0

and G
(j)
nk = δj,k, for j, k ∈ {1, . . . , l}.

Proof. By induction on l.
l = 1: F (1) is linearly independent, hence F (1) 6= 0. Let n1 ∈ Z be such that

alt
(
F (1)

)
= ν

(
F

(1)
n1

)
. Set G(1) = F (1)/F

(1)
n1 . Then alt

(
G(1)

)
= alt

(
F (1)

)
− ν

(
F

(1)
n1

)
= 0

and G
(1)
n1 = 1 = δ1,1.

l → l + 1: By inductive hypothesis there are n1, . . . , nl ∈ Z and H(1), . . . ,H(l) ∈
K((ε))F (1) + · · · + K((ε))F (l) such that alt

(
H(j)

)
= 0 and H

(j)
nk = δj,k,

for j, k ∈ {1, . . . , l}. Clearly H(1), . . . ,H(l) are K((ε))-linearly independent. We
claim that H(1), . . . ,H(l), F (l+1) are K((ε))-linearly independent as well. Indeed, if
s1(ε), . . . , sl+1(ε) ∈ K((ε)) are such that

∑l
j=1 sj(ε)H

(j) + sl+1(ε)F (l+1) = 0, then there

are t1(ε), . . . , tl+1(ε) ∈ K((ε)) such that
∑l
j=1 tj(ε)F

(j) + sl+1(ε)F (l+1) = 0. It follows

that sl+1(ε) = 0, hence
∑l
j=1 sj(ε)H

(j) = 0 and therefore s1(ε) = · · · = sl(ε) = 0,
proving the claim.

Let G̃ = F (l+1)−
∑l
j=1 F

(l+1)
nj H(j) and G = ε− alt(G̃)G̃. Then G 6= 0, G ∈ K((ε))F (1)+

· · · + K((ε))F (l+1), alt(G) = 0, and Gnk = ε− alt(G̃)
(
F

(l+1)
nk −

∑l
j=1 F

(l+1)
nj δj,k

)
= 0 for

k ∈ {1, . . . , l}. Let nl+1 ∈ Z be such that ν
(
Gnl+1

)
= alt(G) = 0. Define

G(j) =H(j) −H(j)
nl+1

(
Gnl+1

)−1
G for j = 1, . . . , l,

G(l+1) =G/Gnl+1 .

Then G
(j)
nk = H

(j)
nk = δj,k for j, k ∈ {1, . . . , l}, G(j)

nl+1 = 0 for j ∈ {1, . . . , l}, G(l+1)
nk =

Gnk/Gnl+1 = 0 for k ∈ {1, . . . , l}, and G
(l+1)
nl+1 = 1. So G(j) ∈ K((ε))F (1) + · · · +

K((ε))F (l+1), G(j)
nk = δj,k, and alt

(
G(j)

)
= 0, for j, k ∈ {1, . . . , l + 1}, proving the

lemma. 2
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Proposition 2. If F (1), F (2), . . . , F (l) ∈ BK are K((ε))-linearly independent then there
are G(1), G(2), . . . , G(l) ∈ K[ε, ε−1]F (1) +K[ε, ε−1]F (2) + · · ·+K[ε, ε−1]F (l) such that

bott(G(1)),bott(G(2)), . . . ,bott(G(l))

are K-linearly independent.

Proof. From Lemma 3 it follows that there are sj,k(ε) ∈ K((ε)) for j, k ∈ {1, . . . , l} such
that for the formal sequences

G(j) =
l∑

k=1

sj,k(ε)F (k), j = 1, . . . , l,

we have alt
(
G(j)

)
= 0 and bott

(
G(j)

)
nk

= δj,k, for j, k ∈ {1, . . . , l}. Let

G̃(j) =
l∑

k=1

sj,k(ε) |−α F (k), for j = 1, . . . , l,

where α = min1≤k≤l alt
(
F (k)

)
. Then G̃(j) ∈ K[ε, ε−1]F (1) + · · ·+K[ε, ε−1]F (l). By using

all the claims of Lemma 1 consecutively, we have

sj,k(ε) |−α ∼−α sj,k(ε) (by (i))

=⇒ sj,k(ε) |−α F (k)
n ∼−α+ν(F

(k)
n )

sj,k(ε)F (k)
n (by (ii))

=⇒ sj,k(ε) |−α F (k)
n ∼0 sj,k(ε)F (k)

n (by (iii))

=⇒
l∑

k=1

sj,k(ε) |−α F (k)
n ∼0

l∑
k=1

sj,k(ε)F (k)
n (by (iv)).

This holds for all n ∈ Z, hence G̃(j) ∼0 G(j). Since alt(G(j)) = 0, Lemma 2 implies
that alt

(
G̃(j)

)
= alt

(
G(j)

)
= 0 and bott

(
G̃(j)

)
= bott

(
G(j)

)
, for j ∈ {1, . . . , l}.

Hence the sequences bott
(
G̃(j)

)
, j = 1, . . . , l, are K-linearly independent, proving the

assertion. 2

It is easy to see that the statement of Proposition 2 can be formulated in a more general
form (and the given proof will not need any changes) considering the ringK[s(ε), (s(ε))−1]
instead of K[ε, ε−1], where s(ε) is any fixed series in ε such that ν(s) = 1. So the following
proposition is valid.

Proposition 3. Let l ∈ N and F (j) ∈ BK , j = 1, 2, . . . , l. Let s(ε) ∈ K[[ε]], ν(s) = 1,
and formal sequences F (1), F (2), . . . , F (l) are K((ε))-linearly independent. Then there
exist G(j), j = 1, 2, . . . , l, belonging to the set

K[s(ε), (s(ε))−1]F (1) +K[s(ε), (s(ε))−1]F (2) + . . .+K[s(ε), (s(ε))−1]F (l)

such that
bott(G(1)),bott(G(2)), . . . ,bott(G(l)),

are K-linearly independent.
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3.2. Subformal solutions

If a(z) is a polynomial or a rational function then we set â(z) = a(z + ε) where ε is a
variable, as in Section 3.1. We associate with L the operator

L̂ = âd(z)Ed + · · ·+ â1E(z) + â0(z) = ad(z + ε)Ed + · · ·+ a1(z + ε)E + a0(z + ε),

considering each of its coefficients âi(z) as a formal sequence: for any integer value of z
the value of âi(z) belongs to K[[ε]]. This operator acts on formal sequences. The operator
L̂ is called the deformation of L.

A sequence F : Z→ K((ε)) which satisfies L̂F = 0 will be called a formal sequential
solution of the operator L̂. The set of formal sequential solutions of L̂ is a K((ε))-linear
space that will be denoted by V (L̂).

An advantage of L̂ over L is that neither the leading nor the trailing coefficient of
L̂ vanishes when z is any integer number. We can always divide by the value of such
coefficient. This implies in particular that dimV (L̂) = d = ordL (for arbitrary given
F0, F1, . . . , Fd−1 ∈ K((ε)) the element Fn, n ∈ Z, of F ∈ V (L̂) is uniquely defined).

Example 4. Let L = (z + 1)E − z. Then L̂ = (z + 1 + ε)E − (z + ε). Set

Fn =

 1
ε , if n = 0,

−
∑∞
i=0

(
− 1
n

)i+1
εi, otherwise.

(8)

It is possible to check that F ∈ V (L̂).

Note that the idea of the deformation of difference operators and computing truncated
power series at each integer point is used in (van Hoeij, 1999) for computing hyperge-
ometric solutions. Later this idea was used in (Abramov, van Hoeij, 1999), (Abramov,
van Hoeij, 2003). A similar idea in the multidimensional case was used in (Abramov,
Petkovšek, 2008).

Since coefficients of L are polynomials, we have V (L̂) ⊂ BK . Indeed, let F ∈ V (L̂),
and mi be the sum of multiplicities of all integer roots of ai(z), then alt(F ) ≥
min0≤j≤d−1 ν(Fj)−max(m0,md).

Proposition 4. (Abramov, Petkovšek, 2007) Let F ∈ V (L̂). Then bott(F ) ∈ V (L).

Definition 3. A formal solution F : Z → K[[ε]] of L̂ will be called a Taylor formal
solution. A sequential solution f is a subformal (sequential) solution of L if L̂ has a formal
Taylor solution F such that fn is the constant term of the series Fn, n ∈ Z. The K-linear
space of subformal solutions of L will be denoted by Vsf (L).

The fact that V (L̂) is a K((ε))-linear space and Proposition 4 imply that a sequential
solution g of L belongs to Vsf (L) iff g = bott(G), where G ∈ V (L̂) (we can consider
F = ε− alt(G)G).

Example 4 (continued) We have alt(F ) = −1, bott(F ) = (δ0,n), and L((δ0,n)) = 0.

Theorem 4. dimVsf (L) = ordL.

11



Proof. Let ordL = d ≥ 1. We will use the fact that V (L̂) is a K((ε))-linear space of
dimension d = ordL.

dimVsf (L) ≤ d: Let

F (1), F (2), . . . , F (d+1) ∈ V (L̂), (9)

and f (i) = bott(F (i)), i = 1, 2, . . . , d+1. Formal sequences (9) are K((ε))-linearly depen-
dent and by Proposition 1 the sequences f (i), i = 1, 2, . . . , d+ 1, are linearly dependent
too.

dimVsf (L) ≥ d: Let F (i), i = 1, 2, . . . , d, be K((ε))-linearly independent elements of
V (L̂). By Proposition 2 the set

Ud = K[ε, ε−1]F (1) +K[ε, ε−1]F (2) + . . .+K[ε, ε−1]F (d)

contains formal sequences G(i), i = 1, 2, . . . , d, such that the sequences g(i) = bott(G(i)),
i = 1, 2, . . . , d, are K-linear independent. Now the claim follows from Ud ⊂ V (L̂). 2

Going back to Example 1 we see that it is impossible that all three sequential solutions
(5) of the first order operator (4) could be subformal.

3.3. A basis of the space of subformal solutions

For our operator L and an essential segment I (see Section 2) we can construct a basis
of the restrictions to I of all subformal solutions of L. The algorithm is based on the
algorithm from (Abramov, van Hoeij, 2003) for finding values of subformal solutions, the
idea of that algorithm is as follows.

Let q ∈ Z and Fq, Fq+1, . . . , Fq+d−1 be given elements of K[[ε]], then, theoretically
speaking, by using the operator L̂, we can compute any element Fp of the sequential
solution F = (Fn) of the equation L̂(y) = 0. It may be that Fp ∈ K((ε)) \ K[[ε]] for
a given integer p /∈ {q, q + 1, . . . , q + d − 1}. Starting with p, q we can write down in
advance a finite set Cq,p of linear equations for a finite number of coefficients of power
series Fq, Fq+1, . . . , Fq+d−1 which guarantee that Fp ∈ K[[ε]]. Indeed, set

Fq = uq,0 + uq,1ε + uq,2ε
2 + · · · ,

Fq+1 = uq+1,0 + uq+1,1ε + uq+1,2ε
2 + · · · ,

...
...

...
...

Fq+d−1 = uq+d−1,0 + uq+d−1,1ε + uq+d−1,2ε
2 + · · · ,

(10)

where series on the right are generic. When we compute Fp we get a series, and each of
its coefficients is a linear form in a finite set of ui,j . The series Fp may contain negative
exponents of ε. We can find desired conditions on the coefficients ui,j in (10) after equating
the corresponding coefficients to zero.

If q ∈ Z is fixed then the systems Cq,p for any integer p > q + d − 1 can be found
algorithmically using truncated series (taking into account the terms of power series (10)
till εm where m is the sum of multiplicities of all integer roots of the polynomial ad(z−d)).
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It is also possible to find the linear form lq,p which represents the coefficient of ε0 in the
series Fp.

Now we are able to describe how to construct a basis of the restrictions to I of all
subformal solutions of L. Let I = {k, k + 1, . . . , l} be an essential segment of L. If
l = k+ d− 1 then we can take any basis of Kd and this will be a basis of the restriction
of Vsf (L) to I. Suppose that l > k + d − 1. Take q = k and construct Cq,p, lq,p for
p = k+d, k+d+1, . . . , l. Add to linear equations from all constructed Cq,p the equations
up,0 = lq,p, p = k+d, k+d+1, . . . , l. Denote by A the obtained system of linear algebraic
equations. Let us construct a basis of the solution space of A and then construct the
projection of each vector of this basis into the space of vectors (uk,0, uk+1,0, . . . , ul,0).
Taking any basis of the K-linear space generated by such projections we get a basis of
the restrictions to I of all subformal solutions of the operator L.

Example 5. Let

L = z2E2 + (1 + z2)E − z

and F ∈ V (L̂). The segment I = {0, 1, 2} is an essential segment of L.
Write

F0 = u0,0 + u0,1ε+ u0,2ε
2 +O(ε3),

F1 = u1,0 + u1,1ε+ u1,2ε
2 +O(ε3).

We calculate using L̂:

F2 = −u1,0

ε2
+
−u1,1 + u0,0

ε
− u1,0 − u1,2 + u0,1 +O(ε).

We find C0,2 = {−u1,0 = 0, u0,0 − u1,1 = 0} and l0,2 = −u1,0 − u1,2 + u0,1. We get the
system A:

− u1,0 = 0,

u0,0 − u1,1 = 0,

u1,0 + u2,0 − u0,1 + u1,2 = 0.

A basis of the space of its solutions

(u0,0, u1,0, u2,0, u0,1, u1,1, u1,2)

is
(0, 0, 1, 1, 0, 0), (0, 0,−1, 0, 0, 1), (1, 0, 0, 0, 1, 0).

The projections of these vectors into the space of vectors (u0,0, u1,0, u2,0) are

(0, 0, 1), (0, 0,−1), (1, 0, 0),

and a basis of the space generated by these three vectors is

(0, 0, 1), (1, 0, 0). (11)
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It follows that the vectors (11) give a basis of subformal solutions restricted to I.

It can be shown that in the latter example the order of the space of all sequential
solutions is equal to the order of L (the substitution n = 0 into n2cn+2 + (1 + n2)cn+1 −
ncn = 0 gives c1 = 0 for any sequential solution c of L). This means that any sequential
solution of L is subformal. The situation is different in the following example.

Example 1 (continued) We have

L = z(z − 2)(z − 4)E − (z − 1)(z − 3)(z − 5),

and I = {1, 2, 3, 4, 5} is an essential segment of L. We find C1,2 = C1,3 = C1,4 = C1,5 = ∅
and l1,2 = 0, l1,3 = −2u1,0, l1,4 = 0, l1,5 = u1,0. We get the system A:

u2,0 = 0,

2u1,0 + u3,0 = 0,

u4,0 = 0,

−u1,0 + u5,0 = 0.

A basis of the space of its solutions

(u1,0, u2,0, u3,0, u4,0, u5,0)

consists of the single vector
(1, 0, −2, 0, 1).

Projection produces the same vector. It follows that this vector gives a basis of subformal
solutions restricted to I.

In particular, the sequence
(δn,1 − 2δn,3 + δn,5)

is a subformal solution of L. This implies that none of sequential solutions

(δn,1), (δn,3), (δn,5)

is subformal.

4. Submeromorphic and subanalytic solutions

In this section we suppose that K = C in (1), (2).

4.1. Submeromorphic solutions

Let ϕ : C→ C be a meromorphic function. For each n ∈ Z expand

ϕ(z) = cn,ρn(z − n)ρn + cn,ρn+1(z − n)ρn+1 + · · ·

with ρn ∈ Z and cn,ρn 6= 0. Define the formal sequence

ϕ̂ : Z→ C((ε)), ϕ̂ = (ϕ̂n),

where for each n ∈ Z
ϕ̂n = cn,ρnε

ρn + cn,ρn+1ε
ρn+1 + · · · .
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Set

σ(z) =
e2iπz − 1

2iπ
, s(ε) =

∞∑
j=0

(2iπ)jεj+1

(j + 1)!
. (12)

Notice that σ(z) is a 1-periodic entire function with simple zeros at all z ∈ Z, and σ̂ is
a constant formal sequence with each of its elements equal to s(ε).

An arbitrary meromorphic solution ϕ(z) of L evidently has the following properties:
(M1) ϕ̂ ∈ V (L̂);
(M2) the functions λ(z) = σ(z)ϕ(z), ξ(z) = (σ(z))−1ϕ(z) are meromorphic solutions of L,

and λ̂ = s(ε)ϕ̂, ξ̂ = (s(ε))−1ϕ̂;
(M3) the function χ(z) = (σ(z))− alt(ϕ̂)ϕ(z) is a meromorphic solution of L such that

alt(χ̂) = 0 and bott(ϕ̂), bott(χ̂) are sequential solutions of L which coincide with
the restriction of χ(z) to Z.

Example 4 (continued) We have L = (z+ 1)E − z, L̂ = (z+ 1 + ε)E − (z+ ε), ϕ = − 1
z

and ϕ̂ = F , where F is defined by (8). By (M1), the equality L̂(ϕ̂) = 0 follows from
L(ϕ) = 0.

Example 6. The Γ-function Γ(z) is a meromorphic solution of L = E−z, and Γ(z) has
finite values when z = 1, 2, . . ., and has simple poles when z = 0,−1,−2, . . . We have

alt(Γ̂) = −1,

and

bott(Γ̂) =

 0, if n > 0,
(−1)−n+1

(−n+1)! , if n ≤ 0.
(13)

In accordance with (M3) the sequence (13) is a sequential solution of L.

It turns out that for any L ∈ C[z, E], ordL = d, there exist meromorphic solutions
ϕ1(z), ϕ2(z), . . . , ϕd(z) of L such that the corresponding formal sequential solutions

ϕ̂1, ϕ̂2, . . . , ϕ̂d

are C((ε))-linearly independent. This is a consequence of the following theorem.

Theorem 5. An operator L ∈ C[z, E] of order d has d linearly independent meromorphic
solutions ϕ1(z), ϕ2(z), . . . , ϕd(z) such that for some integer l

(a) ϕi(l + j) = δi,j, i, j = 1, 2, . . . , d;
(b) ϕi(z) has no poles in the half-plane Re z > l, i = 1, 2, . . . , d.

Proof. In an unpublished paper ((Ramis, 1988); see (Barkatou, 1989, pp. 97–101) where
a brief summary of Ramis’ method with some additions is given, and (Immink, 1999) for a
complete proof), Ramis showed that a difference operator L has a basis of solutions (in a
suitable space of functions) consisting of d functions ϕ1, ϕ2, . . . , ϕd which are holomorphic
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in some half-plane Re z > l ≥ 0, for a sufficiently large integer l, and have integral
representations of the form:

ϕi(z) = Γ(z)p
∫
γi

x−z−1fi(x)dx,

where:
• p ∈ Z,
• fi is a holomorphic function in a sector Vi of C with vertex at the origin, flat at 0 (this

means that ϕi is asymptotic to 0 in Vi at 0) and is a solution of a differential operator
with polynomial coefficients D which can be obtained from L,

• γi is a half-line (based at the origin) included in Vi.
Since ϕ1, ϕ2, . . . , ϕd is a fundamental system of solutions of L, the determinant of Casorati∣∣∣∣∣∣∣∣

ϕ1(z) ϕ2(z) . . . ϕd(z)
ϕ1(z + 1) ϕ2(z + 1) . . . ϕd(z + 1)

...
...

...
ϕ1(z + d− 1) ϕ2(z + d− 1) . . . ϕd(z + d− 1)

∣∣∣∣∣∣∣∣ ,
is non-zero for all z such that Re z > l. It then follows that the constant matrix
C = (ϕi(l + j))1≤i,j≤d is non-singular and hence (ϕ1(z), . . . , ϕd(z))C−1 is a basis of
meromorphic solutions satisfying (a) (the C((ε))-linear independence of ϕ̂1, ϕ̂2, . . . , ϕ̂d
follows from (a)). 2

Remark 6. There exists a finite (possibly empty) set of complex numbers u1, u2, . . . , uk
such that Reuj ≤ l, j = 1, 2, . . . , k, and the solutions ϕ1(z), ϕ2(z), . . ., ϕd(z) from
Theorem 5 have no poles outside of the set

U =
k⋃
j=1

(uj −N). (14)

This follows from Theorem 5(b) and the fact that L has polynomial coefficients.

Definition 7. The restriction to Z of a meromorphic solution of L which has no poles
in Z will be called a submeromorphic (sequential) solution of L. The C-linear space of
submeromorphic solutions of L will be denoted by Vsm(L).

Example 7. For any d ≥ 1 the operator L = (E − 1)d ◦ zd has rational solutions

1
z
,

1
z2
, . . . ,

1
zd
. (15)

If we multiply these solutions by σ(z), (σ(z))2, . . . , (σ(z))d, respectively, where σ(z) is
defined in (12), then all restrictions to Z will be equal to the sequence (δn,0). The first
impression is that the restriction to Z of any meromorphic solution of L that has no poles
in Z is a sequence of the form

cn =

 u, if n = 0,

0, if n 6= 0,

16



n ∈ Z, u ∈ C, since bott(ϕ̂) = (δn,0) for all ϕ(z) belonging to (15).
But we can see that L has besides (15), e.g., the entire solution

1
z
− σ(z)

1
z2

whose restriction to Z is the sequence h:

hn =

−iπ, if n = 0,
1
n , if n 6= 0,

n ∈ Z.
It is easy to show that L has d meromorphic solutions whose restrictions to Z are

C-linearly independent sequences h(1), h(2), . . . , h(d):

h(j)
n =

 0, if n = 0,
1
nj , if n 6= 0,

j = 1, 2. . . . , d− 1,

h(d)
n =

 1, if n = 0,

0, if n 6= 0,

n ∈ Z.

Theorem 8. dimVsm(L) = ordL.

Proof. Let as usual ordL = d. It follows from Theorem 5 that there exist meromor-
phic solutions ϕ1(z), ϕ2(z), . . . , ϕd(z) of L such that the formal sequences ϕ̂1, ϕ̂2, . . .,
ϕ̂d are C((ε))-linearly independent. Using Proposition 3 and properties (M1), (M2)
we derive that there exist meromorphic solutions χ1(z), χ2(z), . . . , χd(z) of L such that
the sequences bott(χ̂1), bott(χ̂2), . . ., bott(χ̂d) are C-linearly independent. By property
(M3) we get dimVsm(L) ≥ d. Since Vsm(L) ⊂ Vsf (L) we have dimVsm(L) ≤ d. Finally
dimVsm(L) = d. 2

Remark 9. Since the function σ(z) = e2iπz−1
2iπ vanishes only on Z, the solutions

χ1(z), χ2(z), . . . , χd(z) of L such that the sequences bott(χ̂1), bott(χ̂2), . . ., bott(χ̂d)
are C-linearly independent, can be taken such that their poles belong to the set U \ Z
where U is the set (14).

4.2. Subanalytic solutions

By an analytic function we mean a single-valued analytic function of a single complex
variable. If ϕ(z) is an analytic function then we denote by dom(ϕ) its definition domain.
Obviously dom(ϕ) is an open set, and ϕ(z) is holomorphic in dom(ϕ).

Let again L ∈ C[z, E], ordL = d, be of the form (2). An analytic function ϕ(z) is a
solution of L if

ad(z)ϕ(z + d) + · · ·+ a1(z)ϕ(z + 1) + a0(z)ϕ(z) = 0
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for any concrete z ∈ C such that z, z + 1, . . . , z + d ∈ dom(ϕ).

Definition 10. A sequence c is a subanalytic (sequential) solution of L if there exists an
analytic solution ϕ(z) of L such that Z ⊂ dom(ϕ) and cn = ϕ(n), n ∈ Z. The C-linear
space of subanalytic solutions of L will be denoted by Vsa(L).

In other words, a subanalytic solution of L is a restriction to Z of an analytic solution
ϕ(z) such that Z ⊂ dom(ϕ).

Theorem 11. dimVsa(L) = ordL.

Proof. It is evident that Vsa(L) ⊂ Vsf (L). So it is sufficient to prove that

dimVsa(L) ≥ d, (16)

where d = ordL. This inequality follows from Vsm(L) ⊂ Vsa(L) and Theorem 8. 2

Theorem 11 implies that we can use the algorithm from Section 3.3 to construct a
basis of the restriction to an essential segment I of Vsa(L), which is also a basis of the
restriction to I of Vsm(L).

Example 2 (continued) We have

L = 2(z + 1)(z − 2)E − (2z − 1)(z − 1),

I = {1, 2, 3} is an essential segment of L. The restriction of the generic subanalytic
solution of L(y) = 0 to I is

c1 = −u0,0/4, c2 = 0, c3 = u0,0/32

with C0,1 = C0,2 = C0,3 = ∅. The vector

(−1/8, 0, 1/64)

forms a basis of the space of subanalytic solutions restricted to I. In particular, it agrees
with the restriction to I of the subanalytic solution generated by

Γ(2z − 2)
Γ(z + 1)Γ(z − 2)4z

.

Notice that the restriction to I of the sequence(
2n−3
n

)
4n

, n ∈ Z,

is (−1/4, 0, 1/64). This vector is not of the form

C · (−1/8, 0, 1/64) , C ∈ C.

Example 1 (continued) We have

L = z(z − 2)(z − 4)E − (z − 1)(z − 3)(z − 5),
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I = {1, 2, 3, 4, 5} is an essential segment of L. The vector

(1, 0, −2, 0, 1)

forms a basis of the space of subformal solutions restricted to I (a basis of the sequence
segments (c1, c2, c3, c4, c5)). Observe that L has a meromorphic (rational) fundamental
solution

ϕ(z) =
1

(z − 1)(z − 3)(z − 5)
and an entire fundamental solution

χ(z) =
e2iπz − 1

2iπ(z − 1)(z − 3)(z − 5)
(17)

whose restriction to Z

en = χ(n) =
1
8
δn,1 −

1
4
δn,3 +

1
8
δn,5, n ∈ Z

is a non-zero subanalytic solution of L. None of sequential solutions

(δn,1), (δn,3), (δn,5)

of L is subanalytic. Notice that each of these sequential solutions coincides with the
restriction to Z of an analytic function. For example, for (δn,1) this is

e2iπz − 1
2iπ(z − 1)

.

However those functions are not analytic solutions of L (unlike the function (17)).

5. Entire solutions

We again suppose that K = C in (1), (2).

Theorem 12. The C-linear space of restrictions to Z of entire solutions of L ∈ C[z, E]
has dimension ordL. A basis of the restrictions of these solutions to an essential segment
can be found algorithmically.

Proof. Let the meromorphic solutions χ1(z), χ2(z), . . . , χd(z) of L be as it was ex-
plained in Remark 9 and let N be the maximal value of the orders of the poles of
χ1(z), χ2(z), . . . , χd(z) in the set U \ Z. Consider the 1−periodic function

λ(z) =

 ∏
u∈U\Z

σ(z − u)

N

where U is the set (14). The entire functions

γ1(z) = λ(z)χ1(z), γ2(z) = λ(z)χ2(z), . . . , γd(z) = λ(z)χd(z)
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are solutions of L. Their restrictions to Z are C-linearly independent, since up to the
non-zero factor  ∏

u∈U\Z

e2iπu − 1
2iπ

N

they are equal to the restrictions of the functions χ1(z), χ2(z), . . . , χd(z) to Z. Together
with Theorem 8 this proves that the C-linear space of restrictions to Z of entire solutions
of L has dimension d = ordL. It follows that this space coincides with Vsf (L) and we
can use the algorithm from Section 3.3 to construct a basis of the restrictions to Z. 2

Example 8. The meromorphic (rational) function ϕ(z) = 1
z(2z+1)(3z+1) is a solution of

the operator L = (z + 1)(2z + 3)(3z + 4)E − z(2z + 1)(3z + 1). Multiplying ϕ(z) by

σ(z)σ(z +
1
2

)σ(z +
1
3

)

gives an entire solution γ(z) of L which vanishes at any point z in Z∪ (− 1
2 +Z)∪ (− 1

3 +
Z) \ {0,− 1

2 ,−
1
3} and (γ(n)) = ( i

√
3−3

4π2 · δn,0).

As a consequence of Theorem 5 we have that any subanalytic solution of L coincides
with the restriction to Z of some entire solution of L.

Denote the C-linear space of restrictions to Z of entire solutions of L by Vse(L). Then
evidently

Vse(L) ⊂ Vsm(L) ⊂ Vsa(L) ⊂ Vsf (L).
Using this and Theorems 4, 8, 11, 12 we get

Theorem 13. In the case K = C the equalities

Vse(L) = Vsm(L) = Vsa(L) = Vsf (L)

hold.

6. Multidimensional hypergeometric sequences

If d = 1 then a sequential solution of (2) is a hypergeometric sequence. We also consider
multidimensional hypergeometric sequences.

A d-dimensional H-system is a system of equations for a single unknown function
which has the form

pi(z1, z2, . . . , zd)y(z1, z2, . . . , zi + 1, . . . , zd) = (18)

= qi(z1, z2, . . . , zd)y(z1, z2, . . . , zi, . . . , zd),
where pi, qi are relatively prime non-zero polynomials over K for i = 1, 2, . . . , d. (The
prefix “H” refers to Jakob Horn and to the adjective “hypergeometric” as well.)

Rational functions W1,W2, . . . ,Wd ∈ C(z1, z2, . . . , zd) are compatible if

Wi(z1, z2, . . . , zj + 1, . . . , zd)Wj(z1, z2, . . . , zj , . . . , zd) =

= Wj(z1, z2, . . . , zi + 1, . . . , zd)Wi(z1, z2, . . . , zi, . . . , zd)
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for all 1 ≤ i ≤ j ≤ d. The H-system (18) is consistent if the rational functions

Wi =
qi(z1, z2, . . . , zd)
pi(z1, z2, . . . , zd)

, i = 1, 2, . . . , d,

are compatible. This consistency condition of (18) is similar to the condition of the
commutation of differentiations by independent variables in the differential case. In the
rest of the paper we will consider only consistent H-systems.

A sequential solution of (18) is a sequence c : Zd → K, c = (cn1,n2,...,nd), such that

pi(n1, n2, . . . , nd)cn1,n2,...,ni+1,...,nd =

= qi(n1, n2, . . . , nd)cn1,n2,...,ni,...,nd ,

i = 1, 2, . . . , d, for all (n1, n2, . . . , nd) ∈ Zd. A d-dimensional hypergeometric sequence is
a sequential solution of some d-dimensional H-system.

The K-linear space of hypergeometric sequences that satisfy a given H-system H will
be denoted by V (H).

Theorem 14. (Abramov, Petkovšek, 2008) The following statements on K-linear spaces
of the form V (H) hold:

(i) dimV (H) > 0 for every H-system H;
(ii) for arbitrary natural numbers d and m there exists a d-dimensional H-system H such

that dimV (H) = m;
(iii) for any one-dimensional H-system H the equality dimV (H) <∞ is satisfied. However,

for any integer d > 1 there exists a d-dimensional H-system H such that dimV (H) =
∞.

We denote by K[[ε1, ε2, . . . , εd]] the ring of formal power series in ε1, ε2, . . . , εd (here
ε1, ε2, . . . , εd are variables).

Let G : Zd → K[[ε1, ε2, . . . , εd]]. The sequence g : Zd → K, such that gn1,n2,...,nd

is the constant term (i.e., the coefficient of ε0
1ε

0
2 . . . ε

0
d) of Gn1,n2,...,nd will be called the

constant terms sequence of G and will be denoted by cts(G).
We define the lexicographic order (based on εd >lex εd−1 >lex . . . >lex ε1) on the

monomials of the form εk11 ε
k2
2 . . . εkdd , (k1, k2, . . . , kd) ∈ Nd. The minimal monomial of

s ∈ K[[ε1, ε2, . . . , εd]]\{0} will be denoted by mm(s), and mc(s) will denote the coefficient
of mm(s) in s. If mm(r) = mm(s) for r, s ∈ K[[ε1, ε2, . . . , εd]] \ {0}, then we write
r ∼ s. If r, s ∈ K[[ε1, ε2, . . . , εd]] \ {0} then we write r ≥lex s if mm(r) >lex mm(s) or
mm(r) = mm(s). If r ≥lex s and s ≥lex r then evidently r ∼ s.

We denote by K((ε1, ε2, . . . , εd)) the quotient field of the ring K[[ε1, ε2, . . . , εd]]. Any
sequence F : Zd → K((ε1, ε2, . . . , εd)) will be called a formal (d-dimensional) sequence.

If a(z1, z2, . . . , zd) is a polynomial or a rational function then we set â(z1, z2, . . . , zd) =
a(z1 + ε1, z2 + ε2, . . . , zd + εd), and associate with each H-system H of the form (18) its
deformation Ĥ:

p̂i(z1, z2, . . . , zd)y(z1, z2, . . . , zi + 1, . . . , zd) =
= q̂i(z1, z2, . . . , zd)y(z1, z2, . . . , zi, . . . , zd)

i.e., the system

pi(z1 + ε1, z2 + ε2, . . . , zd + εd)y(z1, z2, . . . , zi + 1, . . . , zd) = (19)
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= qi(z1 + ε1, z2 + ε2, . . . , zd + εd)y(z1, z2, . . . , zi, . . . , zd),
i = 1, 2, . . . , d. We will consider formal solutions of such systems, i.e., formal sequences
F such that

pi(n1 + ε1, n2 + ε2, . . . , nd + εd)Fn1,n2,...,ni+1,...,nd =
= qi(n1 + ε1, n2 + ε2, . . . , nd + εd)Fn1,n2,...,ni,...,nd ,

i = 1, 2, . . . , d, for any (n1, n2, . . . , nd) ∈ Zd. Notice that the coefficients of (19) them-
selves can be considered as formal d-dimensional sequences.

The set V (Ĥ) of formal solutions of Ĥ is evidently a K((ε1, ε2, . . . , εd))-linear space
of dimension 1, since if for a concrete (n1, n2, . . . , nd) ∈Zd we know Fn1,n2,...,nd ∈
K((ε1, ε2, . . . , εd)) , then, using the system (19), we can define the values of the sequence
elements everywhere on Zd.

A formal solution G : Zd → K[[ε1, ε2, . . . , εd]] of (19) will be called a formal Taylor
solution of (19) (similarly to the one-dimensional case). It is clear that if G is a formal
Taylor solution of H then cts(G) is a sequential solution of H. We say that the sequential
solution g of (18) is subformal if there exists a formal Taylor solution G of (19) such that
g = cts(G). The set Vsf (H) of all subformal solutions of an H-system H is a K-linear
space.

Theorem 15. The following statements on dimension of K-linear spaces of the form
Vsf (H) hold:

(i) dimVsf (H) ≤ 1 for every H-system H;
(ii) for any integer d > 1 there exists a d-dimensional H-system H such that dimVsf (H) =

0.

Proof. (i) Let F,G ∈ V (Ĥ)
⋂
K[[ε1, ε2, . . . , εd]]. Suppose that the sequences cts(F )

and cts(G) are K-linearly independent. Then these sequences contain non-zero elements
(otherwise they are K-linearly dependent). Since V (Ĥ) is a one-dimensional space over
K((ε1, ε2, . . . , εd)), there exist r, s ∈ K((ε1, ε2, . . . , εd)) \ {0} such that rF + sG = 0.
We have r ≥lex s since cts(F ) contains a non-zero element, and, resp., s ≥lex r since
cts(G) contains a non-zero element. Hence r ∼ s and mm(r) cts(F ) + mm(s) cts(G) = 0.
A contradiction.

(ii) It is sufficient to prove the statement for the case d = 2, since the corresponding
H-systems for the case of an arbitrary d > 1 can be obtained from the system with d = 2
by adding equations

y(z1, z2, . . . , zi + 1, . . . , zd) = y(z1, z2, . . . , zi, . . . , zd)

for i = 3, 4, . . . , d to the systems with d = 2.
Consider the system H:

(z1 + 1− z2
2)y(z1 + 1, z2) = (z1 − z2

2)y(z1, z2), (20)

(z1 − (z2 + 1)2)y(z1, z2 + 1) = (z1 − z2
2)y(z1, z2).

If we substitute

W (z1, z2) =
1

z1 − z2
2

(21)

22



into this system for y(z1, z2), then we get equalities in the rational function field. This
implies that the sequence F = Ŵ :

Fn1,n2 =
1

n1 + ε1 − (n2 + ε2)2
,

(n1, n2) ∈ Z2, is a formal solution of Ĥ. We can show that Ĥ has no non-zero formal
solution whose elements belong to K[[ε1, ε2]]. Indeed, if such a formal solution, say G,
exists then since dimV (H) = 1 over K((ε1, ε2)) there exists u(ε1, ε2) ∈ K((ε1, ε2)) such
that G = uF and for all (n1, n2) ∈ Z2 we have

u(ε1, ε2) · 1
n1 + ε1 − (n2 + ε2)2

∈ K[[ε1, ε2]].

This implies that for some s(ε1, ε2) ∈ K[[ε1, ε2]] and g : Z2 → K[[ε1, ε2]], we have

s(ε1, ε2) = (n1 + ε1 − (n2 + ε2)2)gn1,n2

for all (n1, n2) ∈ Z2. Consider this equality for the elements of Z2 which have the form
(v2, v), v ∈ N, setting rv(ε1, ε2) = gv2,v. We get

s(ε1, ε2) = (ε1 − ε2
2 − 2vε2)rv(ε1, ε2),

rv(ε1, ε2) ∈ K[[ε1, ε2]], v = 0, 1, . . . Therefore

s(ε2
2 + 2vε2, ε2) = 0

for any v ∈ N. Let s(ε1, ε2) =
∑

(i,j)∈N2 si,jε
i
1ε
j
2, then

s(ε2
2 + 2vε2, ε2) = s0,0 + (s0,1 + 2vs1,0)ε2

+ (s1,0 + s0,2 + 2vs1,1 + 4v2s2,0)ε2
2

+ (s1,1 + 4vs2,0 + s0,3 + 2vs1,2 + 4v2s2,1 + 8v3s3,0)ε3
2

+ · · ·

It is easy to check that the coefficient of εk2 is a sum of a linear combination of products
of the form vmsi,j (m, i, j ∈ N, i+ j < k) and

sk,0 + (2v)sk−1,1 + (2v)2sk−2,2 + · · ·+ (2v)ks0,k. (22)

Using induction on k we can prove that for any k ∈ N and any i, j ∈ N, i + j = k, the
equality si,j = 0 holds:
• For k = 0 this is correct since the constant term of s(ε2

2 − 2vε2, ε2) is s0,0.
• If (22) is equal to 0 for all v then each of sk,0, sk−1,1, . . . , s0,k is equal to 0 since taking
v = 0, 1, . . . , k we get for sk,0, sk−1,1, . . . , s0,k a homogeneous system of linear algebraic
equations with a Vandermonde determinant.
2

Consider the case K = C. By an analytic function we will mean single-valued analytic
functions of complex variables z1, z2, . . . , zd. If ϕ(z1, z2, . . . , zd) is an analytic function
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then we denote by dom(ϕ) its definition domain. An analytic function ϕ(z1, z2, . . . , zd)
is a solution of (18) if

pi(z1, z2, . . . , zd)ϕ(z1, z2, . . . , zi + 1, . . . , zd) =

= qi(z1, z2, . . . , zd)ϕ(z1, z2, . . . , zi, . . . , zd)
for any concrete (z1, z2, . . . , zi, . . . , zd) such that

(z1, z2, . . . , zi, . . . , zd), (z1, z2, . . . , zi + 1, . . . , zd) ∈ dom(ϕ), 1 ≤ i ≤ d.

A sequence c = (cn1,n2,...,nd) is a subanalytic (sequential) solution of (18) if there exists
an analytic solution ϕ(z1, z2, . . . , zd) of (18) such that Zd ⊂ dom(ϕ) and cn1,n2,...,nd =
ϕ(n1, n2, . . . , nd), (n1, n2, . . . , nd) ∈ Zd. In other words, a subanalytic solution of (18) is
a restriction to Zd of an analytic solution ϕ(z1, z2, . . . , zd) such that Zd ⊂ dom(ϕ).

The set Vsa (H) of subanalytic solutions of an H-system H is a C-linear space. It is
obvious that Vsa (H) ⊂ Vsf (H), so Theorem 15 holds for subanalytic solutions.

7. Connection with summation problems

7.1. Summing operators and the discrete Newton-Leibniz formula

Consider again the univariate case. We say that an operator R ∈ K(z)[E] is a summing
operator for L of the form (2) if

(E − 1) ◦R = 1 +M ◦ L

for some M ∈ K(z)[E]. In this sense

R ≡ (E − 1)−1 (modL).

We can assume w.l.g. that ordR < ordL = d. In the case d = 1 we have ordR = 0,
i.e., R is a rational function.

If a summing operator exists then it can be constructed by the Accurate Summation
algorithm (Abramov, van Hoeij, 1999) or, when d = 1, by Gosper’s algorithm (Gosper,
1978; Petkovšek, Wilf, Zeilberger, 1996). At a first glance, if a summing operator R for
L exists then we can apply both sides of

(E − 1) ◦R = 1 +M ◦ L

to any sequential solution c of L. This gives

(E − 1)(R(c)) = c+M(L(c)).

Set b = R(c). Taking into account that L(c) = 0 we obtain (E − 1)(b) = c, i.e.,

bn+1 − bn = cn, n ∈ Z.
As a consequence, the discrete Newton-Leibniz formula (DNLF) is applicable:

w−1∑
n=v

cn =
w−1∑
n=v

(bn+1 − bn)

= bw − bw−1 + bw−1 − bw−2 + · · ·+ bv+1 − bv
= bw − bv
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(the telescoping effect). However, if R has rational-function coefficients which have poles
in Z this formula may give incorrect results.

Example 2 (continued) Gosper’s algorithm succeeds on the operator L in (6), returning

R(z) =
2z(z + 1)
z − 2

.

This might lead an inattentive user to believe that the DNLF

w−1∑
n=0

cn = R(w)cw −R(0)c0 (23)

holds for any sequential solution c of (6). It certainly holds for all w ≥ 1 when c = c(1):

w−1∑
n=0

lim
v→n

Γ(2v − 2)
Γ(v + 1)Γ(v − 2)4v

= lim
v→w

2v(v + 1)
(v − 2)

· Γ(2v − 2)
Γ(v + 1)Γ(v − 2)4v

=
(w + 1)Γ(w − 1

2 )
4
√
π Γ(w)

,

thanks to the fact that c(1) is a subanalytic solution of (6).
However, the pole at z = 2 in R(z) should serve as a warning sign when w ≥ 2. Indeed,

when c = c(2), from (23) we would find
w−1∑
n=0

(
2n−3
n

)
4n

=
2w(w + 1)

(
2w−3
w

)
(w − 2)4w

which is true only when w = 1 (Abramov, Petkovšek, 2005). In fact, it is impossible to
define the element b2 of the sequence bn = R(n)c(2)

n in such a way that bn+1 − bn = c
(2)
n

for all n ∈ Z. By Theorem 17(ii) below, c(2) is not a subanalytic solution of (6).

Proposition 5. (Abramov, Petkovšek, 2007) Let F : Z → K((ε)), L̂(F ) = 0. If R is a
summing operator for L then

(i) alt(R̂(F )) = alt(F );
(ii) (E − 1)(R̂(F )) = F .

Theorem 16. (Abramov, Petkovšek, 2007) Let L ∈ K[z, E] and L̂(F ) = 0, for some
F : Z→ K[[ε]] with alt(F ) = 0. If f = bott(F ),

R = rl(z)El + · · ·+ r1(z)E + r0(z) ∈ K(z)[E]

is a summing operator for L, G = R̂(F ), and g = bott(G), then
(i) alt(G) = 0;

(ii) gn+1 − gn = fn for all n ∈ Z;
(iii) if n ∈ Z is not a pole of any of the coefficients of R then

gn = rl(n)fn+l + · · ·+ r1(n)fn+1 + r0(n)fn.

When K = C we have
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Theorem 17. (Abramov, Petkovšek, 2007) Let L ∈ C[z, E] and L(ϕ) = 0 where ϕ(z)
is an analytic function which has no singularity in Z. If

R = rl(z)El + · · ·+ r1(z)E + r0(z) ∈ C(z)[E]

is a summing operator for L and ψ(z) = R(ϕ(z)), then
(i) ψ(z) has no singularity in Z;

(ii) ψ(n+ 1)− ψ(n) = ϕ(n) for all n ∈ Z;
(iii) if n ∈ Z is not a pole of any of the coefficients of R then

ψ(n) = rl(n)ϕ(n+ l) + · · ·+ r1(n)ϕ(n+ 1) + r0(n)ϕ(n).

Corollary 1. Let f be a subformal or (if K = C) a subanalytic solution of L. Let
R = rl(z)El + · · ·+ r1(z)E + r0(z) be a summing operator for L. If integers v, w, v < w,
are not among the poles of the coefficients of R, then

w−1∑
n=v

fn = rl(w)fw+l + · · ·+ r1(w)fw+1 + r0(w)fw

−(rl(v)fv+l + · · ·+ r1(v)fv+1 + r0(v)fv).

If, say, v is a pole of a coefficient of R then to compute bv we can use a truncated
power series technique or (in the case K = C) the computation of limits.

Remark 18. Subanalytic solutions of L are safe for applying summation algorithms, but
the condition of subanalyticity is not a necessary condition for correct applicability of
the summing operator: there exist examples where the dimension of the space of “nice”
sequential solutions is > d.

Example 9. (Abramov, Petkovšek, 2007) If L = zE − (z + 1), then Gosper’s algorithm
produces the one-parametric family of summing operators (rational functions)

z − 1
2

+
α

z
, α ∈ C.

If we take α = 0 we get R = z−1
2 . Then any sequential solution of L can be multiplied

by R. The dimension of the space of all sequential solutions of L is 2, a basis is

c(1)
n = n, c(2)

n = |n|, n ∈ Z.

The sequential solution (c(1)
n ) is subanalytic since L has the analytic solution y(z) = z.

But sequential solution (c(2)
n ) is not subanalytic since the dimension of the space of

subanalytic solutions of a first-order operator is 1.

A description of the whole space of sequential solutions of a given L which are safe for
application of the summing operator is given in (Abramov, 2006; Abramov, Petkovšek,
2006).

7.2. Creative telescoping and the discrete Newton-Leibniz formula

Summation problems for d-dimensional hypergeometric sequences also are considered
in computer algebra. For example, in the case d = 2 one of the integer variables can be
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the summation variable, while the other one can be a parameter which can appear in the
summation bounds.

Considering two-dimensional systems of the form (18) we will write u, v instead of
z1, z2:

p1(u, v)y(u+ 1, v) = q1(u, v)y(u, v), (24)

p2(u, v)y(u, v + 1) = q2(u, v)y(u, v).
We associate with a given two-dimensional H-system H of the form (24) two operators

H1 = p1(u, v)E1 − q1(u, v), H2 = p2(u, v)E2 − q2(u, v),

where E1(y(u, v)) = y(u+ 1, v), E2(y(u, v)) = y(u, v + 1). System (24) can be rewritten
in the form

H1(y) = H2(y) = 0.
A pair

(R(u, v), L),
R(u, v) ∈ K(u, v), L ∈ K[v,E2], is a Z-pair of H of the form (24), if

(E1 − 1) ◦R = L+A ◦ H1 +B ◦ H2, (25)

A,B ∈ K(u, v)[E1, E2]. Zeilberger’s algorithm (the “creative telescoping”) (Zeilberger,
1991; Petkovšek, Wilf, Zeilberger, 1996) helps quite often to find a closed form of param-
eterized sums, trying to find a Z-pair of a given two-dimensional H-system. 2

It was observed that in the case of two-dimensional hypergeometric sequences the
combination of the creative telescoping with the discrete Newton-Leibniz formula can
produce an incorrect result (see Example 10 below). However we show that creative
telescoping with the discrete Newton-Leibniz formula will give the correct result for any
subformal or subanalytic solution of any H-system, on which the creative telescoping
succeeds.

Concerning summation problems, we consider sequential solutions of two-dimensional
H-systems, and the summation variable (which corresponds to u) is denoted by k, while
the parameter (which corresponds to v) is denoted by n.

Example 10. The two-dimensional sequences

t
(1)
k,n = lim

v→n
lim
u→k

Γ(v + 1)Γ(2u− 2)
Γ2(u+ 1)Γ(v − u+ 1)Γ(u− 2)

, t
(2)
k,n =

(
n

k

)(
2k − 3
k

)
are sequential solutions of the H-system

(u+ 1)2(u− 2)y(u+ 1, v) = 2(u− 1)(2u− 1)(v − u)y(u, v),

(v − u+ 1)y(u, v + 1) = (v + 1)y(u, v),

2 Zeilberger’s algorithm tries to construct for a given two-dimensional H-system a Z-pair (R, L) and
succeeds on some of such systems. An algorithm which recognizes if Zeilberger’s algorithm succeeds on
a given two-dimensional H-system was proposed in (Abramov, 2002, 2003).
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or, equivalently, of the system

(k + 1)2(k − 2)tk+1,n = 2(k − 1)(2k − 1)(n− k)tk,n,

(n− k + 1)tk,n+1 = (n+ 1)tk,n.
Starting with this system, Zeilberger’s algorithm constructs a Z-pair (R,L), which we
write using integer variables k and n:

R(k, n) =
k2(n+ 1)(3kn− 2k − 9n+ 4)
(k − 2)(n− k + 1)(n− k + 2)

,

L = −(n+ 2)(3n− 5)E2
2 + 18(n+ 1)(n− 1)E2 − 5(n+ 1)(3n− 2)

(E1(yk,n) = yk+1,n, E2(yk,n) = yk,n+1).
The denominator of R(k, n) vanishes when k ∈ {2, n+ 1, n+ 2}, so we define

g
(1)
k,n = lim

v→n
lim
u→k

R(u, v)
Γ(v + 1)Γ(2u− 2)

Γ2(u+ 1)Γ(v − u+ 1)Γ(u− 2)
,

g
(2)
k,n =

 g
(1)
k,n, k ∈ {2, n+ 1, n+ 2},

R(k, n)t(2)
k,n, otherwise.

It can be checked that the expected equality

(E1 − 1)(g(2)
k,n) = L(t(2)

k,n)

is not valid when either k = 1, or k = 0 and n ∈ {−1, 0}. On the other hand, the equality

(E1 − 1)(g(1)
k,n) = L(t(1)

k,n) (26)

is valid for all (k, n) ∈ Z2. Note that t(2)
k,n = t

(1)
k,n unless k ∈ {0, 1}, when t

(2)
k,n = 2t(1)

k,n.

Denote s(i)
n =

∑n
k=0 t

(i)
k,n, for i = 1, 2 and n ≥ 0. It is easy to check that t(i)k,n = 0 when

k < 0 or k > n ≥ 0, therefore s
(i)
n =

∑∞
k=−∞ t

(i)
k,n, and we can apply the summation∑∞

k=−∞ to both sides of (26). Since L ∈ C[n,E2], this gives the equality L(s(1)
n ) = 0. But

the equality L(s(2)
n ) = 0 is not valid.

It follows from (25) that

(E1 − 1) ◦ R̂ = L̂+ Â ◦ Ĥ1 + B̂ ◦ Ĥ2. (27)

In the rest of the paper H is an H-system of the form (24), Ĥ is its deformation. If
R(u, v) ∈ K(u, v) and R(u, v) = a(u,v)

b(u,v) , where a(u, v) and b(u, v) are relatively prime
polynomials, then we write b(u, v) = den(R(u, v)). The polynomial den(R(u, v)) is defined
up to a non-zero factor belonging to K.

Theorem 19. Let
• F be a formal Taylor solution of Ĥ,
• (R(u, v), L) be a Z-pair of H,
• M be the (finite) set of all s ∈ K such that v − s divides den(R(u, v)),
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• G be a formal sequence such that Gk,n = R̂k,nFk,n, (k, n) ∈ Z2.
In this case

(i) if n /∈M , k ∈ Z, then Gk,n ∈ K[[ε1, ε2]];
(ii) for any integer n, l,m, l < m, we have Gm,n −Gl,n ∈ K[[ε1, ε2]];

(iii) for the formal sequences
· H = (Hl,m,n), Hl,m,n = Gm,n −Gl,n, (l,m, n) ∈ Z3,
· h = (hl,m,n), h = cts(H),
· f = (fk,n), f = cts(F ),
we have

∑m−1
k=l L(fk,n) = hl,m,n for all integer l,m, n, l < m.

Proof. (i) Denote w(u, v) = den(R(u, v)). Set

L̂(F ) = F̃ , F̃ = (F̃k,n). (28)

For all k, n ∈ Z we have F̃k,n ∈ K[[ε1, ε2]] since L has polynomial coefficients and F is a
formal Taylor sequence. For any n /∈M there exists k ∈ Z such that w(k, n) 6= 0 and as
a consequence Gk,n ∈ K[[ε1, ε2]]. Fix a pair of such n and k and notice that

Gk+1,n = Gk,n + F̃k,n ∈ K[[ε1, ε2]], Gk−1,n = Gk,n − F̃k−1,n ∈ K[[ε1, ε2]].

Using induction on i it is easy to derive from this that Gk±i,n ∈ K[[ε1, ε2]] for all i ∈ N.
(ii) Using the notation (28) we get

Gm,n −Gl,n =
m−1∑
k=l

F̃k,n ∈ K[[ε1, ε2]]. (29)

(iii) We have
∑m−1
k=l L̂(Fk,n) = Gm,n − Gl,n, and by (ii) the right-hand side of this

equality belongs to K[[ε1, ε2]]. Therefore the sequence h is defined correctly. Finally
notice that the constant term of

∑m−1
k=l L̂(Fk,n) is equal to

∑m−1
k=l L(fk,n). 2

In addition in the case K = C the following theorem holds.

Theorem 20. Let
• ϕ(u, v) be a solution of H which is analytic at any (u, v) ∈ C2,
• (R(u, v), L) be a Z-pair of H,
• M be the (finite) set of all s ∈ C such that v − s divides den(R(u, v)),
• ψ(u, v) = R(u, v)ϕ(u, v).
In this case

(i) the function ψ(u, v) is analytic at any point (u, v) ∈ C2, v /∈M ;
(ii) if a function χ(v, l,m)
· is defined for all v ∈ C, l,m ∈ Z, l < m,
· is analytic as a function of v for any fixed l,m ∈ Z, l < m,
· is such that χ(v, l,m) = ψ(l, v)− ψ(m, v) for all v /∈M , l,m ∈ Z, l < m,
then

∑m−1
u=l L(ϕ(u, v)) = χ(v, l,m) for any v ∈ C, l,m ∈ Z, l < m.

Proof. (i) Follows from Theorem 19(i).
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(ii) If integer l,m, l < m, are fixed then the function

m−1∑
k=l

L(ϕ(u, v)) (30)

is analytic at any v ∈ C. We see that χ(v, l,m) coincides with (30) for all v /∈ M . Since
M is a finite set the analytic functions χ(v, l,m) and (30) coincide for any v ∈ C. 2

Corollary 2. As a consequence of Theorem 20 we have the following. If we find a
formula for the difference ψ(l, v) − ψ(m, v) which is correct for the case v /∈ M and
defines a function holomorphic for all v ∈ C when l < m are fixed integers, then this
formula represents

∑m−1
u=l L(ϕ(u, v)) for any complex value of the parameter v.

Remark 21. By Theorems 19 and 20 subformal and subanalytic d-dimensional hyperge-
ometric sequences are safe for applying summation algorithms. However, as demonstrated
by the system H given in (20), not all H-systems have non-zero subformal (and, as a
consequence, subanalytic) solutions, although each such system has a non-zero sequential
solution by Theorem 14(i). It is even possible that an H-system that has a Z-pair does
not have a non-zero subformal solution. If instead of W of the form (21) we take

W (z1 + 1, z2)−W (z1, z2), (31)

then the elements of the formal sequence Ŝ for S(z1, z2) = W (z1 + 1, z2) are Taylor
series on the set of pairs (v2, v), v ∈ Z. It follows from the proof of Theorem 15(ii) that
the H-system that corresponds to the rational function (31) does not have a non-zero
subformal solution.

8. Concluding remarks

We have shown that the discrete Newton-Leibniz formula (DNLF) can be safely ap-
plied to the output of indefinite summation algorithms when the summand is a subana-
lytic sequence, i.e., a sequence of values of some single-valued analytic function at integer
arguments. This result should be useful to the implementors of such algorithms, since it
can potentially improve both the correctness and the efficiency of their implementations.
Future research along these lines will concentrate on finding another sufficient condition
(weaker than subanalyticity) for correctness of DNLF which would be better suited to
the multidimensional case.

In addition to subanalytic sequences, we have also considered subformal sequences,
whose values are obtained as the bottom coefficients of formal Laurent-series solutions
of the deformed operator. Subformal solutions play the analogous role in the case of
an arbitrary field K of characteristic zero as subanalytic solutions in the case K = C.
An implementation of subformal solutions will be part of the future release of Maple 14
(procedure SumTools[Hypergeometric][Bottom]).
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