Linear algebra, Answers test 3.

March 17, 2000

Write down your name and SSN.

1. Let

and v=

NN = =
N = DN =

(a) (10 points). What is cos() where 6 is the angle between u and v?
What is the length of v and v?

[ul] = V12 + 12 + 22 + 22 = /10
o] = V124 22+ 124+ 22 = /10
cos(f) = pitor = (1-14+1-2+2-1+2-2)/(/10- V10) = .

|

(b) (10 points). What is the vector projection of u onto v, and what is
the length of this projection?

0.9
v-v 9 1.8
voul 100 | 09
1.8

The length of that is nine tenth of the lenght of v, so that is 5+/10.

(¢) (15 points). Let A = (u v). Compute a matrix B such that the null
space of B is the column space of A

CS(A) = NS(B).



ky

Let K = | ke | and check when the system (A|K) is consistent.
After row—redklfcing this matrix you get

1 0 2k — ko

01 —k1+ ko

0 0 —3ki+ka+ks

0 0 —2k1 + k4

So K is in the column space when this system is consistent, which is
when —3k; + ks + k3 = 0 and when —2k; + k4 = 0. Now —3k1 + ko +
ks = (=3110)K and —2k; + k4 = (—2 0 0 1) so these two equations
hold precisely when

(360 1)x=(¢)

in other words when K is in the null space of matrix

-3 110
B= ( -2 0 0 1 ) ’
So the null space of this B is the column space of A. Note that there
can also be other correct answers. If your answer is different from

this B but is row-equivalent to this B then it has the same null space
as this B and so then it is correct as well.

(10 points). For which values of z and y is the vector

z+1
T
)
-y

an element of SPAN({u,v})?

There are two ways to do this. One way is to row-reduce (uv|w) =
(A|w). On the left of the seperator | you get two zero-rows after row-
reduction. So the corresponding entries on the right must be zero,
and this way you get two linear equations in z and y. If you solve
those you find the answer.

Another way to answer this question is the following: w is in SPAN({u, v})
is the column space of A, but we have seen that that is the same as

the null space of matrix B. So SPAN({u,v}) = CS(4) = NS(B),



so w € SPAN({u,v}) precisely when w € NS(B), which is true pre-
cisely when Bw = 0. So calculate Bw and you get

pe= ()= (0)

If you solve these two equations you get £ = —5/4, y = 1/2.

2. (25 points) Consider the following vectors

1 1 1 1
u = 2 , V1 = 1 , Uz = 2 , VU3 = 1
3 0 1 1

Is u as a linear combination of vy, v2,v3? If S0, give that linear combination
and verify that your answer is correct.

We have to row-reduce the matrix (v; v vs|u). The result is

10 0 -2
010 1
001 2

Therefore we see that u is a linear combination of vy, vs,vs, namely u =
—2v1 4+ v + 2v3.

3. Let
2 2 -2
A= -1 1 1
0 2 0

(a) (10 points) Compute the characteristic polynomial of A.

We have to calculate the determinant of
-2+ -2 2
AM—-A= 1 -1+Xx -1
0 -2 A
and the result is A> —3\? + 2. Calculation errors can often happen.
That is why you should always check the result in the following way:

the coefficient of A" ! (n = 3 in this exercise) should be equal to —1
times the trace of the matrix, the sum of the diagonal. The sum of



the diagonal equals 2 + 1 + 0 = 3, and indeed the coefficient of A2
is —3. If you get something different then —3 then finding the error
in your computation can often take more time than doing the whole
computation all over again, so it is often better to start all over again.
A second check you can do is that the constant term of the charac-
teristic polynomial should be equal to (—1)" times the determinant.
If we row-reduce A we quickly find a zero row so the determinant
equals zero, so the constant term should be zero. Note that since
the determinant (which is the product of the eigenvalues) is zero it
follows that one of the eigenvalues must be zero.

(5 points) Compute the eigenvalues of A. Use the trace and the
determinant of A as a way to check the correctness your answer.

A3 —3X2 +2X = A(A — 1)(X — 2) so the eigenvalues are 0,1,2. The
sum is 3 which equals the trace, the product equals zero which is the
determinant. Note that it is a good idea to always do this check.
Why? Well, suppose that in the next question you row-reduce that
matrix and you find no non-zero element of the null space, so you
don’t find a non-zero eigenvector. That’s impossible, there should
always be a non-zero eigenvector for each eigenvalue. So in such a
situation you know that a computation error has been made: either
the row-reduction is wrong, or the eigenvalue is wrong. But if you
did these checks then you know almost certainly that the eigenvalues
are right, so at least you know at that point that the error was in the
computation of the null space and not somewhere else.

(15 points) For each eigenvalue, compute one corresponding non-zero
eigenvector.

For A =0, A =1 and A = 2 we have to calculate one non-zero element
of the null space of A\I — A. So for each of these values for A, compute
that matrix AI — A and row-reduce it. You should get at least one
zero-row after the row-reduction because there must be a non-zero
element of the null-space.

A=0. The rref of 0I — A is

1 0 -1
01 0
00 O



the null space of that is

3
{l 0 ||zs eR}
zs3

but we only need to give one non-zero eigenvector so we can substitute
any non-zero real number for z3. Because we want to use these
vectors in the next question, it’s best to substitute a real number
that gives the simplest looking result. Take for example z3 = 1 and
we get
1
Upg = 0
1

It is easy to check that Aug = OQug = 0.

A=1. Therrefof 1] — A is

1 0 -1
0 1 —1/2
0 0 0
the null space of that is
Z3
{| izs ||zs €R}
Z3

but we only need to give one non-zero eigenvector so we can substitute
any non-zero real number for x3. Take for example 3 = 2 so we get
a vector without fractions and we get

2
Uy = 1
2
It is easy to check that Au; = lu;.
A =2. Therrefof 2I — A is
1 0 O
01 -1
0 0 O



the null space of that is

0
{ X3 |.TL‘3 € IR}
T3

but we only need to give one non-zero eigenvector so we can substitute
any non-zero real number for x3. Take for example z3 = 1 so we get
and we get
0
U2 = 1
1

It is easy to check that Aus = 2us.
(10 bonus points). Write the vector
1

w = 0
0

as a linear combination of these three eigenvectors. Use that linear
combination to calculate B-w where B = A'? without doing a lot of
matrix multiplications.

Row-reduce (ugujuz|w) to

1 0 0 -1

010 1

0 01 -1
so we see that w = —ug + u; — us.

Now
Bw = —Bug + Bu; — Busy = —A10U0 + Awul — AlO’LLQ

Now A times an eigenvector u; with eigenvalue \; equals A\ju; so A'°
times an eigenvector u; with eigenvalue \; equals ACu;. So A0uq =
00y =0, AVu; = 1% = vy and AOuy = 21045 = 1024us. So

2
Bw = u; —1024u,y = —1023
—1022



