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Modeling & Analysis
Abstract
I ntroduction

MR images of geriatric subjects do no match properly with the Montreal Neurological Institute (MNI) templates
for three main reasons: brain atrophy, presence of large white matter lesions and lower contrast between white
and grey matter. Most of the automatic brain image segmentation algorithms are using the MNI templates, which
have been generated from MR images of young healthy individuals (mean age 23.4+- 4.1 years). The aim of this
work was to generate new Leiden University Medical Center (LUMC) templates that represent the geriatric
subjects in the perspective of improving subsequent automatic image segmentation techniques.

Methods

527 healthy elderly subjects, aged between 70-83 years, were recruited for the PROspective Study Of Pravastatin
in the Elderly at Risk (PROSPER) at the LUMC. MRI was performed with a 1.5 Teda Philips system (Best, The
Netherlands). Dual fast spin-echo imaging (TE 27/120ms, TR 3000 ms, echo train length factor 10, 48 contiguous
3mm slices, matrix 256x256, FOV 220) were obtained. All scans were semi-automatically segmented using
in-house software. Binary masks of Intra-Cranial (IC), CSF Peri-Venticular Lesion (PVL) and SubCortical
Lesions (SCL) where generated and manually corrected.

LUMC template generation consisted of three steps.

(1) Normalization: Proton Density (PD) weighted images were automatically registered to the MNI PD template
using a 12 parameter affine transformationl; for each patient, the transformation matrix resulting from this affine
registration was applied to redlice the corresponding PD and T2 weighted images as well asthe IC,CSF, PVL and
SCL masks. Tri-cubic interpolation was used while reslicing the images.

(2) Expert quality control: Normalized PD images (n=527) were reviewed by an expert. Brains that were not
properly reoriented in standard space were excluded. 432 brains were averaged for the LUMC template.

(3) Template generation: Average PD and T2 images as well as prior distribution maps of CSF, PVL and SCL
were computed for the categories (i) whole database; (ii) gender; (iii) age-intervals for the whole data base and
(iv) age- intervals for each gender.

Results

In an elderly population, the LUMC template compared to the MNI template accounts for (i) enlarged ventricle
size (~260% compared to the MNI template) in elderly subjects. (ii) reduced grey-white matter contrast in the
elderly, (iii) atrophy ( 0.73 for the LUMC template and 0.98 for the MNI template) and (iv) higher lesion loads in
femalesin the gender specific templates.
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Figure 1 shows a 3D visualization of the ventricles (Opague: MNI template, transparent: LUMC template) both
templates were tresholded at 33%. Figure 2 shows the prior probability maps of the periventricular lesions (in red)
and the sub cortical lesions (in blue) for the whole database.

Conclusion

Thiswork isthefirst attempt to build new templates dedicated to a geriatric population, which will facilitate
automated brain image analysis in the future. To our knowledge, we are the first to report prior probability maps
of white matter lesions (PVL and SCL) in normal aging.
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Modeling & Analysis
Abstract
I ntroduction

Non-parametric permutation tests offer some advantages over traditional parametric methods [1]. Analyses of
perfusion fMRI time-series suggest that, unlike BOLD fMRI, these data do not posses significant temporal
autocorrelation under the null-hypothesis[2], and therefore might be approached with permutation methods.

Testsupon null-hypothesis, perfusion fMRI data

Null-hypothesis data (resting quietly, eyes open) were obtained from 10 subjects. Each subject was scanned for 8
minutes (TR=3 sec, 8 dlices, 1.5 Teda) using modified FAIR/EPI [3]. Data were pre-processed as previously
described [2].

Test for independence

The Durbin-Watson statistic was used to test for first-order autoregressive noise in the perfusion data. No
significant autocorrelation was found, although substantial positive autocorrelation was seen in simultaneously
collected BOLD data.

Distribution of p-values

We examined three hypothetical, box-car experimental designs, with 4 minute epochs, 2 minute epochs, and 30
second epochs. General linear models were constructed using these designs and movement covariates of
no-interest were included. Permutation analyses consisted of 1000 random permutations of the data, each yielding
at-statistic map. The p value for each voxel was the obtained by comparing the t-statistic for the original
time-series to the distribution of t-statistics for the permuted time-series. Uniform distributions of p values were
observed for all three designs, again supporting the validity of the method. Non-uniform distributions were
obtained when movement covariates were not included.

M ap-wise false-positiverate

The maximum map t-value was obtained for each permutation, and a critical map-wise t threshold corresponding
to an alpha=0.05 was obtained. For the 30 second epoch hypothetical design, there were 0/10 fal se positive maps,
while for the 2 minute and 4 minute epoch designs there were 1/10 and 2/10 fal se positive maps respectively. In
each case, one or two voxelsin areas of high susceptibility were responsible for the fal se-positive result.
Therefore, while the false positive rate exceeded tabular values for the lowest frequency designs, the
supra-threshold voxels would be unlikely to be mistaken for true experimental effect.

Testsupon experimental, perfusion fMRI data
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Five, 8 minute scans were obtained from each of ten subjects using CASL perfusion. During scanning, subjects
experienced aternating 31 second periods of darkness and visual stimulation (data previously reported in [2]).
Permutation analyses conducted as above.

The average map-wise threshold (for alpha=0.05, 3 voxel FWHM smooth) was 4.06 for the permutation method,
4.40 for random field theory [4] and 4.36 for Bonferroni correction. On average, 20 more voxels (16% of
activated volume) were identified using the permutation test.

Conclusions

Non-parametric permutation tests appear valid for application to perfusion fMRI data that have been appropriately
pre-processed, although the elevated map-wise false positive rate seen for very low hypothetical designsis
concerning. The permutation approach afforded greater statistical power in the example, experimental dataset.
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Modeling & Analysis
Abstract
I ntroduction

This study aimed at merging approaches based on (very) low frequency correlation analysis and spectral
coherence analysis. Typical correlation studies (1) involve low-pass filtering fMRI time series (e.g. 0.08 Hz), and
computing correlation coefficients between the time series of an ROI and the remaining brain voxels, yielding
plausible connectivity patterns.

Studies involving coherence spectra, common in EEG/MEG litterature, have seldom been applied to fMRI (2).
This approach amounts to computing phase-free correlations at any chosen frequency, eliminating the need to
apply temporal filtering; moreover, information about phase can be retrieved. A key feature of the present study is
the ability to detect statistically significant departures from white noise in the fMRI spectrum (using the Lomb
periodogram), and to apply coherence analysisto frequencies of interest thus selected.

Methods

Eight subjects were scanned while performing atask that involved hearing a sentence and making a syntax-related
decision. (This acquisition was part of awider study whose aim was to assess the effect of an anesthetic; only data
from control subjects were used in the study described herein.) An SPM99 analysis (3) was performed to detect
regions engaged by this paradigm. 7x7x7 (mm3) cubic boxes centered at the SPM maxima were chosen as ROIs
for a subsequent coherence analysis. The functional data were spatially smoothed (6.5 mm FWHM). Low
frequencies associated with statistically significant signal power were chosen as frequencies of interest. Maps of
coherence values and phase shifts between the ROIs and the remaining brain voxels were created.

Results

The SPM99 analysis yielded highly significant bilateral superior temporal activations, as expected. A strong
coherence (at the paradigm frequency) was observed between the ROIs and the contralateral homologous region.
Compared with the SPM analysis, additional activations were highlighted, e.g. occipital cortex. At lower
frequencies, coherence maps showed asimilar bilateral pattern, but involving also other structures (e.g. ant.
cingulate gyrus, precuneus).

Joint analysis of the coherence maps and phase maps showed, in 5 subjects, a phase gradient that suggests
sub-second spread of activation-related hemodynamic response across the superior temporal |obes.

Conclusions
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i) Coherence analysisis a more versatile technique than ssimple correlation plus low-pass filtering approaches,
allowing phase and phase-free frequency relationships to be analyzed, and thus providing away to gain insight
about low frequency fluctuations underlying correlation between functionally related brain regions.

ii) Coherence analysis highlights paradigm-activated regions undetected by the SPM99 analysis, probably dueto a
significant time lag that precludes detection by SPM without affecting coherence.

iii) Phase analysis provides information about the temporal sequences of cortical events. This study indicates
spread of BOLD-related activity consistent with the distinction between primary and association auditory areas.
These results are in agreement with previous findings (4) that relied on time domain frequencies.
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Modeling & Analysis
Abstract
I ntroduction

The frequency profile of fMRI noiseis still not well understood. Notably, high power at very low frequencies
(below 0.1 Hz) cannot be explained only by physiological artefacts (1). Possible causes for very low frequency
drifts are movement-related noise, instrumental instability, magnetic field changes; metabolic, vascular and
neuronal causes have also been suggested. Whereas attempts have been made to probe deeper into the nature of
these drifts (2), knowledge about their tissue and frequency specificity is still very limited. The main goal of this
study was to investigate the tissue specificity of noise frequency profiles.

M ethods

Resting state EPI functional acquisitions were performed in two volunteers (3 10-minute runs per subject, TR=2's
or 2.3 s, 64x64 matrix, 17 contiguous slices). Structural (SPGR) images and field maps (needed to assess EPI
distortion) were a so acquired. The functional images were realigned using SPM99 (3).

The anatomical images were segmented into grey matter (GM), white matter (WM) and cerebrospinal fluid (CSF)
using SPM99. The EPI undistortion tool described in (4) was applied in reverse, so that the estimated distortion
parameters were applied to the probabilistic images resulting from segmentation, yielding spatially matching EPI
and anatomical segmented images.

Power spectrawere computed for all voxels. Statistically significant departures from white noise were detected
through the use of Lomb periodograms. Frequency ranges of interest were thus selected, notably a“very low
frequency” (VLF) and a“low-frequency” (LF) range (0-0.01 Hz and 0.01-0.05 Hz respectively). V oxel-by-voxel
values of power in frequencies of interest were saved as images.

Results

The global frequency for each tissue type was similar; however, power at the LF range was considerably lower in
WM when compared with other tissues.

The distribution of high-power voxelswas fairly uniform in WM, across al frequency ranges. In contrast, in GM
there was a clear spatial segregation between voxels with high power at the VLF range (mainly frontal regions)
and voxels with high power at the LF range (left occipital and temporal structures), in both subjects. Higher
frequencies did not show significant spatial segregation.

Conclusions
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Clearly, further studies are needed to substantiate the present findings. However, these results strongly suggest
that several sources play an important role in fMRI low-frequency drifts. The main observation (spatial and tissue
specificity of different frequency ranges within the typical “1/f” profile) hints at an important physiological
component, and provides alink with connectivity studies based on low-frequency drifts (5), and the considerable
body of work related to residual activity during rest due to involuntary cognitive processing.
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Modeling & Analysis
Abstract

The cerebral cortex is not auniform layer of gray matter, but is striped by adistinct internal lamination. Such
stratified structural design can be shown to vary locally on the surface of the hemispheres and can be related to
specific function.

We describe an automatic and reproducible method to analyze the histological design of the cortex as applied to
sections stained to reveal myelinated fibers. The technique provides an evaluation of the distribution of
myelination across the width of the cortical mantle in accordance with amodel of its curvature and itsintrinsic
geometry. The profile lines aong which the density of staining is measured are generated from the solution of a
partia differential equation that models the intermediate layers of the cortex. Cortical profiles are classified
according to significant components that emerge from wavelet analysis.

The borders between severa visua areas (V1, V2, V3 and V5) were adequately localized by our automated
classification algorithm and validated by a blinded rater. The intensity profilesthat are grouped into distinct
architectonic classes are normalized and averaged to produce area-specific templates of cortical
myelo-architecture.

Understanding the relationship between structure and function in the cerebral cortex is both a classification and a
localization problem. The definition of unambiguous architectonic templatesis the prerequisite for topographic
histological surveys and hence for comparative studies and for the generalization of architectonic mapsto a
population.
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Modeling & Analysis
Abstract
I ntroduction

Independent component analysis(ICA) is avauable tool in determining time courses and corresponding spatial
maps that result from fMRI data. We propose here a distance measure based on variance, skewness, kurtosis and
negentropy for selection and interpretation of meaningful components.

M ethods

A digital phantom containing four signal sources chosen from four skewed or kurtotic distributions, representing
cardiac, respiratory, transient task related, and the task waveform, was generated. These were then overlaid on
large intensity baseline image with an additive white gaussian noise[N(0, 1)]. The standard deviation of the noise
was increased in small steps to study the performance of this technique at various levels of signal to noise. ICA
algorithm was used to separate each fMRI data set into 50 spatially independent components.? We computed the
variance as the variance of the time course multiplied by the corresponding spatial map to remove any scaling
differences. Histograms were used to obtain skewness (€, 2) kurtosis (§, *)and entropy (Hy =-Yipy (i)logpy (i),
where, i correspondsto thei™ bin and py (i)isthe probability in the th bin.2 Since the distance measure looks for
maxima, negentropy was used. The distance measure was defined as, d?=0* (€ 2)2 norm + B*(€y )% norm +
Y*(0y 2)2 norm + 8*(Gy-Hy ) ? norm Where, G is the maximum entropy among all the 50 components. a8,y and &

are the weights applied to individual parameters. Graphs were generated between distance measure and
component number, both with unity weights and scaled weights based on best performing individual parameter.
Six, high temporal resolution fMRI data were obtained from volunteers using a Philips Eclipse 1.5 T scanner. A
finger-thumb opposition motor paradigm with 8 cycles of 20s on and 20s off, was used to cover 3 dlicesat aTR
320 msto verify the validity of the distance measure in delineating the relevant components.

Results

At high signal to noise ratio(SNR), all the individual parameters contributed equally to the distance measure. As
SNR decreased each parameter’ s contribution varied as seen in Fig.1la. Providing weights based on the best
performing parameter minimized the effect of noise in the distance measure(Fig.1b). No significant changes were
observed in the distance measure from all six motor paradigm datasets, after about 10 components(Fig.2a). Fig.2b
shows a 3D plot of kurtosis, skewness and entropy for the individual components. Two distinct clusters, one with
high skewness and kurtosis corresponding to cardiac and respiratory activity, and the other with high skewness
but low kurtosis corresponding to paradigm related activity, were observed. The cardiac and respiratory
components were identified after verification with the prospectively acquired respiratory and cardiac information
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during data acquisition.
Conclusion

The distance measure takes into account the temporal and spatial nature of all the components. Further, our study
on the motor paradigm shows that the distance measure is able to separate out cardiac and respiratory components
from the task related components. The ranking should enable fMRI researchers to efficiently reduce their data and
to focus on the neurally relevant components.
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Modeling & Analysis
Abstract
I ntroduction

The understanding and quantifying of cerebral energy metabolism coupling between neurons and astrocytes are
necessary to the interpretation of functional brain imaging data, especialy fMRI, MRS and PET. Furthermore, the
balance of oxidative and non-oxidative metabolism, two mechanismsinvolved in the ATP regeneration during
neural activation, may be correlated to the kind of information processing (pre- or post-synaptic) executed in the
brain (Gjedde et d., J. Cereb. Blood Flow Metab. 22: 1-14, 2002). We develop a previous mathematical model of
the coupling between brain electrical activity, metabolism, and hemodynamics (Aubert and Costalat, Neurol mage,
17: 1162-1181, 2002), by taking into account the compartmentalization between neurons and astrocytes.

Method

The model includes two cellular compartments, neuron and astrocyte (refered to as glial cell), and an extracellular
compartment which exchanges both with the cells and a capillary compartment. Furthermore, venous dilatation
processes are taken into account using the Balloon model of Buxton et a. (Magn. Reson. Med. 39: 855-864,
1998). The model describes the possible disparities of metabolic fluxes magnitudes between neurons and
astrocytes, including regeneration of ATP via phosphocreatine buffer effect, consumption of glucose, production
of lactate, consumption of pyruvate by mitochondria, and lactate exchanges through cell membranes.

The increase of ATP consumption during neural activation is assumed to result from:

(i) the activation of the Na+,K+-ATPase in response to the sodium-glutamate cotransport in astrocytes, excitatory
post-synaptic potentials and action potentialsin neurons,

(ii) to alesser extent, ATP-consuming metabolic reactions, especially synthesis of glutamine from glutamate in
astrocytes.

Results and Discussion

The model allows to test specific hypotheses. At steady state, we can assume that (1) neurons have a net
production of lactate which is released in extracellular space, (2) neurons consume lactate produced by astrocytes,
(3) neurons globally neither produce nor consume lactate. During a stimulation, the extra pyruvate consumed by
neuronal mitochondria can be issued from the lactate produced by astrocytes (Magistretti et al., Science 283:
496-497, 1999) or from neuronal glycolysis (Gjedde and Marrett, J. Cereb. Blood Flow Metab. 21: 1384-1392,
2001; Chih et a., Trends in Neurosciences 24: 573-578, 2001), depending on critical parameters pertaining to the
regulation of glycolysisand cell respiration, lactate transport and possibly lactate dehydrogenase catalytic
properties. Our results show that the orientation of L DH-catalysed reactions and lactate transport can change
e1497
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during a sustained stimulation.
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Modeling & Analysis
Abstract

Recent studies have shown a spatia correspondence between functional magnetic resonance (fMR) images of
blood oxygenation dependent (BOLD) signal change and magnetoencephal ograhic (M EG) measures of induced
oscillatory power changes[1]. In this work we examine measures with which to quantify this similarity.
Typically, we wish to compare images of BOLD signal change with Synthetic Aperture Magnetometry (SAM)
images of band-limited power change [2] for the same subject in the same experimental paradigm. Electrically,
these changes can be decreases in power, termed event related desynchronistaion (ERD), or increases, termed
event related synchronisation (ERS), with respect to baseline; atypical activation time-series will consist of both
ERD and ERS phases [3]. The time-courses of these power changes are however not homogeneous (ranging over
the order of seconds) across frequency bands, nor across the cortex. That is, for a given time-window it is not
uncommon to see significant ERD in one active area of cortex and ERS in ancther; both areas will however show
positive BOLD signal change. In such cases, linear measures of similarity such as correlation fail to show the true
dependence between images from the two modalities. We examine measures of mutual information and entropy
as an objective way of quantifying the relationship between image sets. For example, initial results, based on
biological motion data for a single subject, suggest that the mutual information between the fMRI and MEG data
setsis maximal in the 5-15Hz band. We suggest this method may be extended further to the examination of the
similarity between fMRI and MEG (beamformer estimates of) voxel time-series.
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Modeling & Analysis
Abstract

A new neural network algorithm has been devel oped for the automatic visual segmentation of T1-weighted 3-D
head magnetic resonance images. Our first experiments give good performances in segmenting skull, brainin all
its ramifications, as other structures within the skull, like cerebellum and brain stem. The network is effectivein
segmenting gray and white matter too.

The 3-D segmentation results can be used to generate surface and volume tessellations suitable for FEM (Finite
Element Method) forward field calculations, such as, for instance, in magnetoencephal ography source modeling.

We have applied the algorithm to several MRI Data Sets. Despite the diversity of the images the neural network
shows good robustness.
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Modeling & Analysis
Abstract

We introduce a set of new fMRI experiments inspired by Calhoun et al. (2001), where the degree of spatial and
temporal independence of two task-related componentsis parametrically controlled in each run. We then present
the results of the application of Independent Component Analysis (ICA), and measure if, and how accurately, ICA
separates the two components.

The stimuli presented to the subjects consist of the superposition of two spatio-temporal patterns F4 (sit) = S1(s) X
T1() and F, =S, () X To(t). The two temporal functions T4 and T, are simple “on/off” sequences. The two
gpatial functionsS; and S, are flickering checkerboards at 8 Hz presented on one half of the visua field. The
function F (s,t) isfixed for al runs, while F5(s;t) is different for each run: it changes according to two parameters
which control its degrees of spatial and temporal independence with thefirst one. a controls the degree of
temporal independence of the two patterns by indexing T, @ (t), and 3 controls their degree of spatial
independence by indexing S, P (). Thisis summarized in Figure 1. In the experiment, a varies among 1/8, 1/4,
3/8and 1/2 , and 3 among 0, 174, /2 and 3174. A total of 16 experimental runs per subject are acquired, spanning
all possible values of the pair (a, B). Five additional control runs are acquired with a single spatio-temporal
pattern, allowing estimating separately each spatial function (S; and S, P for all four values of B): these are then
used as gold standard to measure the accuracy of the separation.
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The different values of a result in the following temporal properties of the two mixed components: the
time-courses are statistically independent for a=1/4, and present different degrees of dependence for the other
values, with full dependence (anti-correlation) for a=1/2. Although the time-courses exhibited in the fMRI data
are not strictly identical to the ones presented on Figure 1 because of the hemodynamic delay, these properties are
strictly conserved. That is not the case in the spatial domain since there is not a one-to-one mapping of the visual
field onto the entire cortex. The best approximation of statistical independence of the two spatial componentsin
the datais achieved for =174, where the overlapping of the two activated regionsis small. The case =0 results
in afull separation of the two activated region, which is agood approximation for statistical independence if these
regions are small compared to the full brain. The two patterns are more spatially dependent for the larger values
of 3.

Results show that ICA generates a good separation when the underlying components are statistically independent.
It performs reasonably well when components are separated (non-overlapping). Finally a strong degradation of
the performances occurs when components are increasingly dependent.
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How experimental design and first-level filtering influence efficiency in
second-level analysis of event-related fMRI data
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Modeling & Analysis
Abstract
I ntroduction

In classical second-level analysis, the choice of experimental design and filtering strategy are not considered
important for the outcome, sinceit is assumed that the inter-subject variance (random effect) dominates the mixed
effect variance [1]. If this assumption isto hold then the efficiency at the second-level should be independent of
differencesin design and first-level filtering. In the present work we set out to analyse these assumptions more
closely. We acquired event-related fMRI data for designs with various first-level efficiencies and analysed these
with different filtering strategies. The resulting data were evaluated in terms of first- and second-level efficiency
and the ratio between intra-subject and inter-subject variance.

MATERIALSAND METHODS

Five healthy, right-handed volunteers (22—26y) underwent fMRI (Siemens Vision 1.5T, 270 EPI volumes, TR: 1s,
TE: 60ms, flip angle: 60°, pixel size: 3x3x4.4mm, number of slices: 11). Task: button-press with right hand index
at time points indicated by green dot (2Hz flicker, duration 1s). Stimulus timing adjusted according to bimodal
(Bm), geometric (Go), latin square (Lq), and binomial (Bn) probability distributions [2]

(2repetitions/examination, 2examinations/subject); block design (30s ON-OFF periods; 1examination/subject).
First-level fixed effect analysis were performed, after image motion correction and normalisation, with: SPM99
(filtering: high-pass with wcut-off: 1/85.333Hz and Gaussian low-pass, 4s FWHM) [3]; and FSL v5.0 (high-pass
cut-off: 1/85.333Hz; whitening filter [4]). Second-level analysis was performed by SPM99 for both data-sets,
hence the mixed effect variance was estimated directly from the first-level parameter estimates. The data from the
blocked design were used to identify activated voxels (corrected p-level<0.01, cluster-size: 15), yielding a 9.5cm3
(148voxels) region of interest located in primary and supplementary motor cortex. For each design, filtering
strategy (SPM99, FSL) and analysis-level we extracted the variance within this region and calculated the
detection efficiency (DE), defined as the inverse of the square-root of the variance (fixed and mixed effect).

Results and Discussion

InFig. 1, the DE observed for the various designs after coloring (SPM 99, left column) and after whitening (FSL,
right column) are depicted. These result show that designs with greater first-level efficiency (first row) also
showed greater second-level efficiency (second row), although the difference was slightly attenuated at the higher
level. With respect to the adopted filtering strategy, the average mixed effect detection efficiencies were higher
after whitening than coloring for all the considered designs (second row). The intra-subject/inter-subject variance
ratio should always be less than 1, except in presence of special problems, such asresidual correlation [5]. In this
respect, as expected, whitening was more robust (Fig. 2). In conclusion, the experimental design and first-level
filtering strategy both affect the outcome of second-level analysis. Most likely, refined methods that also take into
account fixed effect (intra-subject) variance at the second-level may overcome this limit.
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A Mathematical Approach tothe Temporal Stationarity of the
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Modeling & Analysis
Abstract

Background noise in MEG/EEG-measurements is correlated both in space and in time. Incorporating the spatial
covariance into the localization of equivalent current dipole sources improves in general the accuracy of the
estimated source parameters. Models for this spatial covariance have been developed [1].

Recently it has been shown that also the temporal covariance yields an improvement of the parameters when this
covariance is taken into account in the source localization [2,3]. In these recent approaches the spatiotemporal
covariance matrix was modeled as a Kronecker Product of a spatial and atemporal covariance matrix in order to
reduce its dimensionality. Furthermore the two matrices are estimated in an iterative Maximum Likelihood (ML)
procedure. When the number of time samplesislarger than say T=500, this ML-estimation is too time consuming
to be useful on aroutine basis (typically 46 hours for 151 channels, 1000 time samples and 500 trialson a
P3-800MHZz). For that reason we studied several temporal covariance matrices of different kinds of MEG-data of
different subjectsto seeif, similar to the spatial covariance, further parameterization beyond the Kronecker
product is possible.

Thetemporal covariance vanishes for large time lag. Moreover it shows a clear apha oscillation, which givesrise
to separating the temporal background noise into two components. al pha activity and remaining random noise.
The aphaactivity is modeled as randomly occurring waves with random phase in each trial and the covariance of
the random noise is modeled as exponentially decreasing with lag. This model requires only six parameters (three
non-linear) instead of T(T+1)/2.

Theoretically, thismodel is stationary but in practice the stationarity of the matrix is hampered by the baseline
correction (BC). This effect isillustrated in figure 1: when the average alpha activity over the BC-window is not
zero, the correction introduces a vertical shift in the signals. Thisyields an extra variance that varies over time
(i.e. non-stationarity). To obtain a stationary structure the length of the BC-window should equal a multiple of
alpha periods.
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It appears that very good agreement between data and parametric model can be obtained when the BC-window is
taken into account properly. Thisfinding implies that the background noise isin principle a stationary process that
can be described using few parameters and that non-stationarities are mainly caused by the nature of the
preprocessing method.

When analyzing events at a fixed sample after the stimulus (e.g. the SEF N20 response) one can take advantage of
this non-stationarity by optimizing the baseline window to obtain alow noise variance at that particular sample.
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Modeling & Analysis
Abstract

In general the inverse problem (IP) in MEG isill posed: extra constraints are necessary to solve and stabilize the
IP. One way of solving this problem is to make extra assumptionsin order to reduce the dimensionality of the
parameter space. Another way is adding more data sets and assuming some parameters to have fixed valuesin al
data sets. This second idea leads to an integrated model, in which multiple data sets are investigated
simultaneously.

When the same sources are active in several MEG data sets within one subject, the source localization on these

data sets can be performed in such an integrated model. We designed a model that uses a basic set of equivalent
current dipoles as sources and a basic set of source time functions (stf). These basic setsyield abasic lead field

matrix P and abasic stf-matrix F.

For each single data set g a coding matrix C is specified such that the corresponding dipole model R for that
data set is the matrix product

Rq=PCqF.

The two matrices P and F are normalized so that the amplitudes of the sources are determined in the coding
matrices C. The number of basic dipoles, the number of basic stfs and the zeroes in the coding matrices have to

be set by the user. In this formalism the different data sets can be modeled in a clear and flexibel way.

Thisintegrated way of modeling decreases the total number of dipoles and stfsto be fitted in the data sets.
Moreover, in this way different sources can have the same stf within one dataset (e.g. sourcesin left and right
hemisphere may have the same stf) and conversely, the same source can have different stfsin different data sets
(e.g. one source can be activated at a different stimulation rate which in general resultsin a different stf).

Maximum Likelihood (ML) estimates were derived for the parameters of the basic dipoles, the basic stfs and the
amplitudes in the coding matrices. Furthermore ML -estimates for the spatial and the temporal covariance matrices
were calculated according to the Kronecker Product model as described in [1].

We applied this integrated model to visually evoked MEG data. The visual stimulus was presented in either the
right or the left or both visual hemifields with either low, middle or high spatial frequency. In this way nine data
sets per subject can be investigated simultaneously in our integrated model using only four dipoles.
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Quantitative comparison of three brain extraction algorithms
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Modeling & Analysis
Abstract

Segmentation of brain/non-brain tissue is traditionally one of the more time-consuming preprocessing steps
performed in neuroimaging laboratories. Several brain extraction algorithms (BEAS) have been developed
recently to perform this step automatically. While automated BEAS speed up overall image processing, their
output can greatly affect the results of image analysis. We therefore compared the performance of three BEAs
against manual brain extraction using a high-resolution set of T1-weighted MRI brain volumes.

M ethods

Sixteen T1-weighted MRI scans of normal subjects were acquired during an fMRI static force experiment [1];
voxel dimensions were 0.86 x 0.86 x Imm. Three algorithms for brain/non-brain segmentation were evaluated: (i)
Brain Surface Extractor (BSE), v. 2.99.8 [2], (ii) Brain Extraction Tool (BET), v. 1.2 [3], and (iii) Minneapolis
Consensus Strip (MCS) [4]. Manual brain extraction was performed by one of the authors (KR). BSE and BET
are software packages with parameters that may be adjusted by the user; for each algorithm parameters were
tuned on two training volumes, and the set resulting in the "best" strip (removal of skull, CSF and dura with
preservation of brain tissue) was applied to all 16 brain volumes. In order to perform adequately, BSE required
manual cropping of the brain with abounding cube. MCS was initialized with awarp mask and incorporated both
intensity thresholding and BSE. MCS masks were created in a separate experiment and were optimized for the
entire 16-volume dataset. The following performance metrics were cal culated: (i) processing time and (ii) number
of misclassified voxels relative to the manually-stripped "gold standard.” In order to assess the influence of edge
effects on the misclassification metrics the manual mask was dilated

and eroded by 1 (thin) and 2 (thick) voxels.
Results and Conclusions

The average time required to process asingle brain volume was 1 minute for BSE (exclusive of manual cropping),
40 seconds for BET, and 75 minutes for MCS on a 500 MHz Linux workstation. The performance of each
algorithm with respect to the gold standard is summarized in Table 1. "Missed" voxels are voxels classified as
brain by the manual strip and non-brain by the candidate algorithm, whereas "extra"' voxels are voxels classified
as non-brain by the manual strip and brain by the candidate algorithm. Misclassified voxels are expressed as a
percentage of total brain voxels. One volume that could not be satisfactorily stripped by any of the BEAswas
excluded from the averages reported in Table 1. MCS, though slower, consistently outperformed BSE and BET
(see Table 1 and Figure 1). In the future, we will develop additional metrics, including the effect of masking on
subsequent data analysis and will extend our evaluation to include additional algorithms.
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Table 1. Average segmentation error
Method Missed, thin Extra, thin Missed, thick Extra, thick

BSE 3.6% 0.4% 1.9% 0.3%
BET 0.5% 11.7% 0.1% 10.7%
MCS 0.2% 1.3% 0.1% 0.9%
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Modeling & Analysis
Abstract

The analysis of imaging data, from PET or functional MRI, involves the detection of which areas of the brain
activate during a cognitive task of interest. In addition, it is possible through various techniques, such as
functional and effective connectivity, to calculate the interaction between two regions involved in a cognitive
task. The computation of the functional interactions through correlation coefficients (functional connectivity) or
through linear regression (effective connectivity) are based on an average over many subjects (in the case of
positron emission tomography data) or an average over arun (as can be the case with functional MRI data sets). A
new method is developed using Kalman filters to quantify the interaction between regions of a neural network
with functional MRI data. The Kalman filter is a recursive process where new information (such as a data point
from an functional MRI time series) is added to estimate the linear interaction between two regions. The Kalman
filter allows one to calculate the linear interaction between two regions at each time point in the functional MRI
time series or as an average value over the entire time series. The filter is modified with a diffuse filter to optimize
the estimates of the linear relationship at the beginning of the time series. In addition, the filter is modified with a
smoothing step, so that information from later periods of the time series can be used in quantifying the linear
relationship. The Kaman filter is embedded within a maximum likelihood estimator to optimize the variance
estimates of the linear relationship. The method is demonstrated through (a) simulation studies and (b) atask
using attention to modul ate the interaction between regions. Supported by the Volkswagen Stiftung.
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Modeling & Analysis
Abstract

Objectives: Elucidating the nature of dynamic interactions between brain regions requires the accurate description
of functional correlationsin brain imaging data[1]. Two steps are required: 1. A suitable method of quantifying
correlations in spatio-temporal data, and 2. A technique of estimating the distribution of such correlations under
the null hypothesis that they reflect only trivial (stochastic) correlations in the data[2]. The aim of the present
study was to extend existing wavel et-based methods [3] in order to achieve this objective.

Method

Both steps require multi-scal e transformation of the (four-dimensional) datainto the wavelet domain. For the first
step a‘ coarse-grained representation’ [4] of the datais obtained. Correlations between different spatial locations
within the same, or across different scales, are calculated by integrating the inner product of their coarse-grained
fields with respect to time. The second step repeats this procedure on ‘ surrogate data’ obtained by extending
wavel et resampling techniques [3] from the temporal to the spatio-temporal domain with constraints so that 1.
Only intracrania data are permuted, 2. Spatio-temporal correlations between planar slices are preserved, and 3.
Spatial scales influenced predominantly by extracranial artefact can be excluded. A non-parametric test allows
identification of statistically significant correlationsin the experimental data. The method is demonstrated in
standard | EEE test images and then applied to motion-corrected fMRI data collected from 8 healthy subjects
viewing block-design checkerboard stimuli [5].

Results

Step 1. Strong positive correlations between right and left extrastriate visual cortex were observed to occur within
the same scale and across scales. Strong negative correl ations between signal fluctuations on different scales were
aso observed. Strong correlations were maximum with zero time-difference. Step 2: Fig. 1 presents a standard
|EEE test image (panel a), surrogate data constructed by resampling only the finer scales of thisimage (panel b),
only the coarse-grained scales (panel ¢) and all scales, but constrained to a central ellipse (panel d). Spectral
analysis revealed that each surrogate image contained the same correlations as the original data. Extension to
multiple images and irregular intracranial domains was also achieved. When applied to fMRI data, this alowed
identification of which of the correlations calculated in step 1 were stetistically significant.

Conclusion:
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This method permits identification of functional correlationsin fMRI data occurring between sites at the same, or
different scales, with or without time delays, and with linear or nonlinear structure. Modification of the technique
(e.g. Spatial integration of the inner product, decomposition of the correlation matrix into symmetric and
anti-symmetric parts) permits analysis of information ‘flow’ across scales and between brain regions. The method
may be superior to existing techniquesin that the data, rather than the design of the scanner, ‘ chooses' the spatial
scale at which the analysisis optimized.
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Modeling & Analysis
Abstract

Event related (ER) designs have become standard in recent FMRI studies. Although they have major benefitsin
terms of the range of phenomenathat can be studied, they can be complicated to analyze and interpret. Recent
theoretical studies have addressed power in ER studies, and have suggested that frequent events with random
inter-stimulus intervals (1SIs) give high power. However, these simul ations have required several assumptions,
including independence between events. Therefore we have attempted to replicate the results of these simulations
inarea FMRI study.

M ethods

6 Subjects were scanned on a 3T Bruker scanner at the Wolfson Brain Imaging Centre in Cambridge, using a
standard EPI protocol, collecting 16 slices with a2 second TR. Events were flashes of avisua checkerboard
lasting 0.5 sec, to which the subject had to respond with a button press with the right hand. 1SIs were generated
from an exponentia distribution with a minimum of 0.6 sec, and means of 1, 2, 3, 4, 6, 8 and 10 seconds, to give
7 different stimulus sets. Subjects were scanned in each of the 7 1S] conditions, for 280 seconds per session. The
order of the ISI conditions was randomized across subjects. We used SPM99 to correct the images for slice time
offset, realign to the first image in the series, and smooth to 8mm FWHM. In order to identify the visual cortex
we performed a standard SPM analysis of the mean |SI=3 session (60s high pass filter, haemodynamic response
function (HRF) low-pass filter). We used HRF and temporal derivative (TD) convolution for event modeling, and
an F test on both parameters to test for task effects. From this analysis we selected the maximum activated cluster
in the occipital cortex with voxels at p<0.0001 uncorrected. The region thus identified was used to extract mean
time courses in the other 1S| sessions. We analyzed these time courses with asimilar model, but without [ow-pass
filtering, using the MarsBar SPM tool box.

Results

To study the effect of different ISls, we analyzed the model parameters for the HRF and TD regressors. We also
calculated the F statistic for the two regressors, thet statistic for the HRF only, and the root mean squared residual
error (RMSE). There was a significant linear trend for the estimated HRF parameter to increase with longer 11,
reflecting apparent greater effect size with longer 1SI (p<0.001); the effect size for |SI=1 was 60% of that for
effect size of 1SI=10. The parameter for the temporal derivative showed a complex effect of 1SI (p<0.05), which
was mainly quadratic, with higher values for intermediate | SIs. As for the simulations, there was atrend for F and
t statistics to decrease linearly with increasing |SI. The RM SE increased linearly with increasing |SI.

Conclusion

These results suggest that very short I Sls do result in an increase in detection power, but with areductionin
measured effect size. Error appears to increase with longer ISl. We will discuss the implications of these results
for the design and analysis of ER FMRI.
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Modeling & Analysis
Abstract

A key point underlying brain mapping is the study of inter-individual variability of various structures after spatial
normalization, leading to the development of Statistical Parametric Anatomical Maps (SPAM) [1]. Usually, these
maps rely on a 3D coordinate system related to the Talairach atlas. More recently, lineic maps have been
proposed to study the variability of the localization of the trace of some cortical sulci in the 3D proportional
system [2]. In this abstract, we propose the development of surfacic SPAMSs of the sulcus bottoms embedded into
a 2D coordinate system based on the cortical surface. We propose also an agorithm providing automatic
parcellation of the cortex into surfaces of interest (SOI) related to gyri, in order to extend the standard VV olume of
Interest (VOI) approaches to morphometric studies.

Cortical thickness analysisisthe 2D analog of Voxel Based Morphometry on tissue density maps. It relieson a
one-to-one mapping between individual cortical surfaces and a spherical coordinate system [3,4]. Various
mapping strategies can be devised. In the following, each brain isfirst 3D normalized using the MNI 305 average
template. Then the grey/white interface is extracted via the iterative deformations of a spherical mesh, which
provides the mapping [4]. For each brain, the main cortical sulci are automatically extracted and recognized using
aset of processing tools freely available on "http://anatomist.info” [5]. Then, the sulcus bottom lines are
topologically defined and projected onto the spherical mesh [6]. The subjects processed were 151 unsel ected
normal volunteers used to compute the MNI template. The surfacic SPAMs of the localization of the bottom lines
were computed sul cus-by-sulcus and mapped on the average cortical mesh [4] (see Fig.left). These SPAMs
provide the remaining inter-individual variability after the spherical mapping. Therefore, their dispersion could be
used to drive some improvements of the spherical mapping algorithms. Maoreover they can be compared across
populations or hemispheres. For instance, the dispersion of the superior temporal sulcusis more important in the
left hemisphere, which may be a clue to higher variability of the left sulcus related to the devel opment of
language areas.

Once the sulcus bottom lines have been projected, they can be used to define gyral based SOIs, using the
computation of Voronoi diagrams, which stem from successive dilations of a set of seeds aiming at filling a
domain. A first diagram is computed for the projected sulcal lines, which parcellates the cortical surface into
sulcal areas. Some boundaries of thisfirst diagram are used as gyral seeds for the computation of a second
diagram related to the standard anatomical gyri (see Fig.right). The gyral parcellations can be used for
morphometric studies of the gyral areas or more complex descriptors. Gyral SPAMs could aso be computed for
some applications.
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Modeling & Analysis
Abstract

Constrained Principal Component Analysis (CPCA) isintroduced as a correl ation-based method of identifying (a)
connectivity between neuronal structures and (b) functional interactions between neuronal systems. Asfor typical
principal component analyses (PCA), this method derives eigenimages from singular-val ue decomposition of
voxel-level correlation matrices of brain activations. However, in contrast with typical PCA methods, CPCA
allows the separate analysis of portions of the overall variance, defined by contrasts of interest. In the present
analysis, we employed CPCA to identify the brain systemsinvolved in general and |oad-dependent working
memory operations. We employed avisually presented digit-working-memory task with encoding, maintenance,
and retrieval epochs under four different load conditions. Three separate analyses were conducted, in which the
variance submitted to CPCA was constrained to the activation elicited by encoding and maintenance, retrieval and
maintenance, and all three classes of operations, respectively. Across analyses, we identified aload-dependent
occipital/parietal/premotor system active during encoding, but not during maintenance and retrieval. In addition,
the results showed that parietal activity was negatively correlated with occipital activity. During maintenance and
retrieval, but not during encoding, a superior parietal/anterior cingulate system was activated and again negatively
correlated with occipital activity. These findings are consistent with the results of conventional image analysis
(SPM99), and they demonstrate that CPCA is arobust method for the examination of the connectivity within, and
the interactions between, neuronal systems.
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Modeling & Analysis
Abstract
I ntroduction

Independent component analysis (ICA) has been shown to be useful for characterizing data sets for which a
specific apriori model isnot available [1]. A limitation of ICA of fMRI modelsis that a given component’s
associated time course is required to be identical (except in magnitude) for each and every voxel in the brain.
Considerable variability of hemodynamic delays has been observed across different brain locations [2]. Such
observations can only be captured by a model which alows for spatially varying delays. If they are instead
modeled with a standard |CA approach, alarge delay can result in regions being artifactually split into different
components. We previously proposed a straightforward but effective approach for incorporating delays into an
ICA model by performing the analysis in the frequency domain, on the power spectrum and we now extend this
approach for use on multiple subjects[3].

Method

Using aPhilipsNT 1.5 T scanner, BOLD scans were acquired (EPI, TR=1s, TE=39ms, fov=24cm, 64x64, st=5.5
mm, 18 dlices) on eight subjects over a 3-min, 40-sec period. We designed a paradigm containing two identical,
periodic, visual stimuli, shifted by 25 seconds from one another. This paradigm, when analyzed with standard
ICA, separates into two different task-related components (onein left visual cortex, onein right visua cortex) [3].
The images were imported into SPM 99 and normalized into a Tailarach template [4,5]. The power spectrum was
calculated for the time course of each subjects’ data, followed by single subject principle component analysis,
then a second level group PCA, and (spatial) ICA estimation.

Results

Figure 1 shows two fMRI time courses from a single subject, one taken from the left visual cortex, one from the
right visual cortex, with vastly different delays, but otherwise quite similar. Using our approach, asingle ICA
component captures both hemispheres into the same component. The latencies of these regions are then estimated
[6] relative to the component voxel with the largest amplitude. The estimated latencies are depicted in Figure 2.
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Discussion

We demonstrate an approach for applying ICA to group fMRI data such that the delay of the hemodynamic
response does not affect the separability of the sources. VVoxels with time courses that differ in latency but are
similar in other aspects will thus be grouped into the same component. Thisis potentialy important for fMRI data
analysis, because spatially varying delays have been observed. Such amodel is also important to prevent
artifactual separation of a source into multiple components due to the delay. Our model provides a
computationally efficient approach for sub-TR latency estimation which involves only afast Fourier transform,
followed by standard group ICA unmixing, and then latency estimation.
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Modeling & Analysis
Abstract
Background

Magnetic resonance may provide image series describing cerebral functionalities correlated with external
stimuli[1]. In particular brain activation is observed as alocalized signal enhancement corresponding to a

local increase in blood oxygenation [2]. The reliability of thissignal variation may be assessed by means of
different statistical approaches. By instance, SPM99 [3] performs voxel-based hypothesis tests where statistical
parametric maps are image processes with voxel values that are, under the null hypothesis, distributed according
to a gaussian density function.

Here we apply two different statistical approaches to the analysis of functional volumes. The first method
involves thresholding over correlation coefficients of the data with respect to a reference waveform followed by
formation of a cross-correlation image [4]. A second even easier approach tests the independence of different
voxel populations by means of arank comparison approach where the computed test statistic is assessed
according to the Spearman distribution [5].

M otivations

We perform two simple fMRI experiments to validate the effectiveness of a software tool performing the analysis
of dynamical scans by means of cross-correlation and rank comparison approaches. In the first experiment a
tapping task is alternated with arest period while in the second experiment the subjects are presented visual short
meaningful words alternated with a uniformly grey control.

Experimentsm

The experiments are performed in the 1.5 T Philips Gyroscan at the Dipartimento di Fisiopatologia Clinica,
Universitadi Firenze. In the tapping experiment arest epoch of 24 seconds is followed by a 24 seconds epoch of
one-hand tapping task. This period is repeated six times; 48 functional volumes with 20 slices each (2x2x4.96 mm
per voxel, 1 mm gap) are registered together with a high-resolution structural volume of 40

dlices for each subject (1x1x2.96 mm per voxel, no gap). In the visual stimuli experiment, the subjects are
presented patterns of stylized meaningful italian words according to an experimental paradigm based on four
periods of two epochs each (control-word). The acquisition time for each volume is again 6 seconds and 4
volumes are acquired for each epoch; 32 dynamical
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volumes of 20 dlices are scanned together with afull anatomical volume. For both experiments we used eight
collaborative italian speaking healthy subjects.

Analysis And Results

The functional volumes are analyzed by means of our software package and the activated clusters are
neuroanatomically recognized in order to compare our

results with the ones described in the vast tapping and reading tasks literature. A final assessment is performed by
analyzing the same series by using a standard SPM 99 approach.
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Modeling & Analysis
Abstract
Introduction.

In this study, a warped MRI-constructed brain template is used to localize cortical sites underlying (digitized)
scalp points in subjects not having MR head images. Warping transformation of brain template is computed using
69 fiducial points from International 10-10 System, to preserve relationship between scalp point and underlying
cortical structures and areas.

M ethods.

About 50 scalp points and 4 skull landmarks (Nasion, Inion, left and right preauricolar points) digitized in the
subject’ s head are used to determine 69 fiducial scalp points, distributed on avirtual reconstruction of the
subject’ s scalp (spherical Splineinterpolation), considering percentages distances between skull landmarks (S.I.
10-10) by means of an automatic procedure [1]. Analogously, 69 fiducial scalp points are computed on 21
MRI-construted scalp templates (including an “averaged” ones reconstructed using a set of MRIs of 152 subjects
from Montréal Neurological Institute) and perpendicularly projected on the corresponding brain template, which
is coded into the Talairach space. Most similar scalp template respect to subject’s scalp isindividuated on the
basis of templates and subject fiducial data. Then, the most similar scalp template is warped to fit subject’s scalp
on the basis of fiducial data. The warping transformation is applied on the corresponding brain template. Finally,
The warped brain template is used as reference to localize cortical structures and areas underlying digitized scalp
point.

The accuracy of the method was tested using individual 21 realistic MRI-constructed head models as gold
standard. Talairach coordinates of scalp points projected into the realistic brain model were confronted with
analogous coordinates obtained using warped brain templ ate.

Results and Conclusions.

The mean difference between Talairach’s coordinates computed into the realistic brain model and into the warped
brain template model was less than 4,26 cm (SD + 1,42 cm) in all subjects evaluated (Fig. 1). The proposed
method can be used in TMS studies to localize the stimulated cortical sites, and in high resolution EEG and MEG
studies to supply tentative localization into Talairach space of source solutions obtained in subjects not having
reaistic MRI-constructed head models.
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Modeling & Analysis
Abstract
INTRODUCTION

With linear regression models of fMRI time series (e.g., SPM99), the asymptotic theory has been well studied. An
asymptotic theory for convergence of Z-maps, which are commonly used in ICA of fMRI data, is unknown.
Information about the rate of convergence of Z-maps is important. Convergence rates will help to answer
guestions such as, “How many time points will give a reasonable estimate of the true Z-map?’ In this study, we
empirically assess the convergence of Z-maps by investigating the effect of the number of trialsin a simple motor
paradigm on the Z-map error.

MATERIALSAND METHODS

The scan parameters. 1.5T GE Signa LX; standard head coil, single-shot gradient-recalled EPI pulse sequence for
BOLD contrast; TR/TE 2000/40 ms, FOV 24cm; 64x64 pixel matrix; 22 corona slices 6mm/1mm gap (whole
brain coverage). During the fMRI experiment a healthy subject performed 15 bilateral finger tapping blocks. Each
block consisted of 20s rest followed by 20s of tapping. The images were corrected for motion with SPM99
(WDCN). The datawere then analyzed with spatial ICA (Bell and Sejnowski) atotal of 15 times. The first
analysis included only datafrom the first block. The second analysis included the first and second blocks, and so
on up to the last analysis, which included all 15 blocks. In each analysis, the task component was identified and
converted to aZ-map. Since it isimpossible to know the true Z-map for this task, we assumed that the Z-map
computed from 15 blocks represents the “truth.” Then, we defined an error measure $E_i =\sum_{j=1}"v
(Z_{ij} - Z{a5j) 2/ \sum {j=1}"v Z_{15,j}"2%, where i indexes the Z-map with i blocks and j indexes the
voxelsin the Z-map, to compute the error as afunction of the number of motor blocks included in the analysis.

RESULTS

An independent component corresponding to the bilateral finger tapping was identified in al 15 analyses. Even
with just one block, amotor map was identified. The error decreases quite rapidly with an increasing number of
blocks (Fig. 1A). Thered line shows aplot of 1/n (Fig. 1A). The error follows thistrend closely. Z-mapsfor 1, 7,
and 15 blocksillustrate the rapid convergence of the maps (Fig. 1B).

DISCUSSION

We demonstrate that error in Z-map estimates decreases rapidly (possibly 1/n) for ablock paradigm. The errors
appear to dightly differ from 1/n in a systematic way—jpossibly due to assuming that thereis no error in Z_15,
thereby forcing our error measure to zero for 15 blocks. One implication of our resultsisthat alarge number of
blocks may not be necessary to obtain agood estimate of the true Z-map. We are currently repeating this analysis
for random event-related and single trial designs. Preliminary results from a analogous study of an event-related
motor paradigm suggest that 1/n does not fit the empirical data as well asthe block data. A mathematical
investigation of the asymptotics of Z-map estimatesis a next logical step.
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Modeling & Analysis
Abstract

Synopsis:

A statistical model is used for the analysis of trial dependencies within auditory event-related fMRI experiments.
A trial-dependent proportionality factor prevents underestimation of hemodynamic responses (HDR) that can
occur with trial averaging. Analysis strongly suggests that dependencies exist between intra-run trials and that this
isaresult of asaturation effect.

Introduction

Event-related fMRI has been used to obtain experimental HDRs, and several models have been proposed to
describe theideal HDR. One such model [1] is given in equation (1) having typical parametersd=2.5sand 1 =
1.25s. Such models were used in subsequent studies (e.g. [2]) as atheoretical result to compare with experimental
data obtained by averaging acrosstrials. These models assume each presentation of a stimulus, within arun, will
be independent of previous stimulus presentations. This assumption may not be satisfied due to the fact that
scanner noise throughout the run will significantly affect measured responses [3], [4]. Our model allows
investigation of intra-run trial characteristics.

M ethodology

To avoid the assumption of trial independence, atrial-dependent proportionality factor was added to equation (1).
This model (2) was tested using auditory cortex focused event-related M RI experiments to examine the
characteristics of the HDR. A one-second duration music stimulus was presented either to the left or right ear,
with an ISl of 15s. Nineright and nine left trials were presented in each run. A clustered-volume acquisition [3]
was employed to prevent overlap of scanner noise with stimulus presentation (TR=3s; 9 dlices). Five time points
were acquired for each trial, resulting in HDR estimates with resolution of 3s. The data were scaled and translated
[5] to fit the characteristics of the new model. Non-linear |east squares regression was performed over the scaled
data at each location within the brain to determine the individual trial proportionality factors and to estimate 6 and
T.

Results

The hypothesis that the trials were proportionality independent was tested. A coefficient of determination was
calculated for each location within the brain. A threshold of R2 > 90% identified a subset of voxels that fit the
model well. The mean of the estimated coefficients and associated t-statistics are shown in Table 1. Figure 1
depicts atheoretical response using the mean of the estimated coefficients. The negative trend between the beta
values and order of trial occurrence within the run suggests the possibility of saturation. To investigate this further
the correlation between the beta values and the time to onset of stimulus presentation was examined. The
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correlation for both right and left stimulus presentations of both subjectsis shownin Table 2. It can be seen from
the data that a strong (negative) correlation exists between the proportionality constant and stimulus onset time
(Figure 2).

Conclusions

Dependencies exist between intra-run trials. Consequently, use of averaging techniques would underestimate the
HDR. Our results strongly suggest that the presented analytic approach can serve as a basis for improved
understanding of the effects of acoustic scanner noise on HDRs in auditory event-related fMRI.
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TABLE |
Comparizon of estimated coefficients for right stimulus presentation across subjects

VWariahle| Mean 51 Mean 52 |Meant 51 |Meant 52
B -0.4481 -0.3974 -3.0804 -2.9521
B= -0.4430 -0.5573 -2.9825 -3.4718
B, -0.5184 -0.5215 -3.2227 -3.4221
Bs -0.5203 -0.5819 -3.2265 -3.7406
B -0.5970 -0.6008 -3.4053 -3.7656
b7 -0.9401 -1.0870 -3.7984 -3.8696
Bg -0.8507 -1.2081 -3.7033 -3.7794
[ -1.0059 -1.3071 -3.5381 -3.7061
& 1.2132 1.0971

T Jaf22 3.7363

TABLE 2

Correlation between mean beta
coefficiertz and tir1_'|e of imulus

Stimulus | R [51] | R [52]
Left | -0.9273 | 0.5345
Right | -0.9821 | -0.97
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Modeling & Analysis
Abstract
I ntroduction

Strabismic amblyopiais one of the main visual disordersin Hong Kong in which patients suffer from
misalignment of the eyes and abnormally low visual acuity. It will lead to the loss of depth and mation perception
if left untreated. Previous studies suggested that cerebral cortex isinvolved in the genesis of the strabismic
amblyopia. The purpose of this study was to investigate the possible difference in gray matter of the visual system
in adults with strabismic amblyopia and in controls.

Materials and Method

Twenty-two adults were included: 11 patients with severe strabismic amblyopia (mean age: 27.9 years) and 11

controls without strabismic amblyopia (mean age: 28.2 years). MRI brain images were acquired on a1.0 Tesla

scanner using the standard neuro-anatomical pulse sequences (T2-weighted and 3D-FLASH). The images were
then analysed using automated morphometric anaysis softwares (SPM-VBM).

Results

The gray matter concentration at the calcarian sulci, V1 areas, on both left and right sides was lower in strabismic
amblyopic patients than in controls. Lower gray matter concentration was also found in patient group at the right
superior temporal sulcus and the left intraparietal sulcus, which were reported to functionally interact with the
primary visual area V1 inthe analysis of complex motion patterns. These findings are consistent with those in
anatomical studies of animals and in functional studiesin humans.

Conclusion

The present findings suggest that the structural changes in the primary visual cortex V1, aswell as extrastriate
visual areasin strabismic amblyopia. While such anatomical differencesin gray matter concentration between
strabismic amblyopic patients and adults without strabismic amblyopia could not be identified from MR images
by simple visual inspection done, they were measurable with morphometric softwares. The application of the
objective morphometric analysis methods will enhance the development of MR diagnosis in detecting subtle
pathological changes of brain anatomy.
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Modeling & Analysis
Abstract
[Background]

Cerebral coherence depicts association in (1) anatomic fibre tracks, (2) metabolic activation, and/or (3)
electrophysilogical synchronisation of functional connectivity. Coherence per se calculates association strength of
brain activities, such as magnitude and phase of EEG, between different sites. Hence, coherence measure is
fundamental in unveiling the "binding problem” of perception (i.e. how various brain systems are in functional
cooperating into genesis of conscious awareness). Traditional FFT calculates discrete EEG band activities within
atime period, while recent use of wavelet analysis yields sontineuous activities over time. Van Doonik (ref.) has
refined the wavelet method to calculate and display the instaneous coherence on areal-time basis. In this study,
we reported the spatial characteriscs of coherence dynamics during and between "eyes-closed, eyes-open”
conditions.

[Methods]

Subjects were 10 healthy right-handed males (age range 22-45 years, mean 29.5 years) and written informed
consent was obtained from al subjects.

Statistical analysis by Two-Way (stimulated hand by recording site) repeated measure ANOV A was conducted.
Post hoc comparison of means by Tukey test was set at P<.05 for significance.

[Results]

Fig.1 demonstrates the special patterns of time-frequency coherence within and between "eyes-closed, eyes-open”
conditions in a representative subject with high EEG power. Obviously, majority of high coherence (r>0.75,
yellow intensity, p<.01) is distributed between 10-15 Hz. Not surprisingly, the posterior coherence activities were
much more dominant than those in the anterior brain areas. However, two surpring findings stood out: (a) much
higher coherence in the centro-parietal areathan that in the occipital area, and (b) predominant right hemispheric
centro-parietal coherence that that in the left hemisphere. These patterns are consistently observed across the 13
subjects (Wilcoxon tests, p<.05) in the group as awhole. Comparing the eye-closed and eyes-open conditions, no
different in the occipital coherence was noted though great reduction in apha band amplitude occurred (not
shown). Given the steady-state, little time varying effect was observed in these resting states.

[Conclusion]
Acknowledgement:

Supported by Danish Technology Research Counsil.
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Modeling & Analysis
Abstract
[Background]

We have advocated the use of 3D virtual reality Talairach modeling (VRTM) for topographic mapping of
EEG/ERP activation and tomographic registration of PET/fMRI responses based on Talairach coordinates as a
common anatomical standard. This 3D VRTM can facilitate visualization of (a) brain activation and (b) data
organization for statistical evaluation. In thisreport, we carried out a systematic evaluation on the brain activation
patterns between somatosensory perception of cold vs. heat aswell as cold-pain vs. heat-pain. Thiswork
illustrates the use of this 3D Brain Model in examination of brain loci and organization associated with human
pain.

[Methods]

We compiled activated loci from published PET and fMRI studies of heat and heat-pain (N= 18 reports, Ss= 163
subjects) vs. cold and cold-pain (N=7 reports, Ss= 83 subjects), systematically retrieved from Medline Index
Medicus (Jan. 1991 to Dec. 2002) . This covered the first decade since the neuroimaging of human pain in the
brain. This study was carried out not for stringent meta-analysis, but toward a 3D visualisation and data
characterisation of their differential brain activations. Thus, it was inclusive than exclusively fully on
"double-blind, placebo-controlled" experiments. A-priori defined ROI set included the major brain matrix in
somatosensory and pain perception: Brain-Stem, SI, SlI, Thalamus, Insular, Cingulate, Hippocampus/Amygdala,
Temporal Lobe, Parietal Lobe, and Prefontal Lobe. Only reports with Talairach coordinates specified in these
brain sites were included in the analyses. Statistics were carried out to (1) examine the magnitude % of activation
in each ROI across the literature, (2) isolate the outliers, (3) characterize the central normsin and size/shapein
each ROI, (4) compare the parameters between cold vs. heat as well as cold-pain vs. heat pain, and finally (5)
identify brain regions of pain activation common to cold and heat modalities. For illustration, the site of activation
(increased voxals only) for cold is denoted in blue: round as cold, diamond as cold-pain; head in red: round as
heat, diamond as heat-pain for 4 conditions.

[Results]

Asshownin Fig. 1, w observed: (a) only less than 30% of reports showed non-painful cold and heat activation in
brain areas, (b) above 60% of reports showed activation in thalamus, insular, cingulated, and frontal cortex under
painful conditions, (c) Sl and S| in about 40% of reports, and (d) brain-stem, hippocampus, and amygdala
accounted to about 10% of reports under painful conditions. The major difference between cold-pain and
heat-pain was in the thalamus, cingular and frontal cortex by the % of reports. For the Talairach coordinates at

each condition/site, some outliers at the values of 2.5 s.d. was noted and these values were excluded from further
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analyses. The VRTM contains not only the point location of the ROI under 4 conditionsin Fig. 2, but also the size
and shape of distributions for each ROI. Further comparisons of the parameters are to be implemented in the Fig.
2 (a*.wrl file).

[Conclusion]

Our analysis of the 3D brain model during pain of cold/pain and heat/pain provide a succinct illustration of how
the computerized Talairach representation can be used in neuroimaging of human pain. The 3D Brain can be used
for house keeping the brain activation in pain research. A large scale statistical analysis of other pain conditions
(modality, modulation, clinical categories) is anticipated using this system. The markedly variability across
reported as observed, as extended to other modalities, can raise serious concerns in methodology and
interpretation. Obviously, methodological standardization is needed including subjects, stimuli, stimulus
parameters, recording instruments and data acquisition parameters, statistical procedures. Both within- and across-
laboratory reproducibility should be conducted to establish the reliability and validity of pain-related matrix in the
human brain.
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Modeling & Analysis
Abstract

When statistical maps are generated from functional brain images, it isimportant to address the possibility of
Type 1 errors related to the number of regional comparisonsin the brain volume of interest. Several methods have
been proposed to address the problem of multiple comparisons such as those based on random field theory
(Friston et al, 1994; Wordey et al, 1996), the false discovery rates (Genovese et al, 2002), and the non-parametric
statistical mappings (Holmes et al, 1996). Whereas these and other methods typically examine statistical mapsin
one direction (e.g., state-dependent increasesin regional cerebral blood flow (CBF) or brain oxygenation or
disease-dependent decreases in regional glucose metabolism), they do not simultaneously take into account
information in both directions (e.g., both state-dependent increases and decreases in these measurements). We
propose a strategy that addresses Type 1 errorsin the direction of interest (e.g., state-dependent increasesin
regional blood flow), capitalizing on the absence of significant differencesin the opposite direction. A computer
Monte-Carlo software package which is based on SPM99 and is recently developed in our laboratory isused in
this study. This package can calculate different kinds of set-level Type 1 errors, such as that associated with n
statistical clusters, survived a magnitude threshold, whose sizes are not smaller than a spatial extent (Friston, et
al., Neurolmage, 1995). In the case proposed here, this software incorporates information in the opposite direction
(e.g., the absence of state-dependent decreases in regional CBF) to calculate the likelihood that the set of
statistical clustersin the direction of interest (e.g., state-dependent increases in regional CBF) is attributable to a
Type 1 error. To illustrate this strategy for cases that lack significant differences in the opposite direction, we
compared it to the SPM 99 multiple comparison correction method based on random field theory (at both the
set-level and the voxel-level), when PET measurements from 7 healthy volunteers were used to characterize the
changesin regional CBF associated with hand movement, which we have consistently found to be associated with
CBF increases in the supplementary motor area, the left sensorimotor cortex and thalamus, and the right
cerebellum. Searching the entire brain volume, SPM 99 detected significant CBF increases (P<0.05 at both the
voxel-level and the set-level) in left sensorimator cortex, the supplementary area, and the right cerebellar vermis,
but were unable to detect increases in the thalamus. When the Monte-Carlo simulation incorporated information
about regional CBF decreases to correct for multiple comparisons in the map of CBF increases, we were able to
detect significant CBF increasesin all of expected regions, including the thalamus (p<0.05). Capitalizing on the
empirically determined absence of significant differencesin the opposite direction, the strategy proposed here
may improve the power to detect changes in the direction of interest, while addressing the statistical problem of
multiple comparisons in brain mapping studies.
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A qualitative review of two cortical surface modeling packages:
FreeSurfer and SureFit

Peggy Christidis, Shruti Japee, Ziad S. Saad, Robert W. Cox
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Modeling & Analysis
Abstract

Traditionally, functional brain imaging datais analyzed by projecting activation data from a sequence of dices
onto a standardized 3-dimensional anatomical space. However, the cerebral cortex is better modeled by a
2-dimensional sheet that is highly folded and curved. As such a 3D space may underestimate the “neural” distance
between two points, particularly if the points lie on opposite sides of a sulcus. This anomaly has lead to the use of
computer-based tools that create 2D cortical surfaces, which can be inflated, flattened, and overlaid with
functional activation data.

This review provides a discussion of two freely available cortical surface modeling packages that have gained
wide use in the field of neuroimaging: FreeSurfer [1, 2] and SureFit [3]. Although in-depth descriptions of these
tools have been provided by their respective authors, there has been to date no systematic qualitative or
guantitative comparison between these tools. We provide here a qualitative comparison of these two packages.

M ethods

The evaluation of FreeSurfer (October 2001 release) and SureFit (version 4.38, 2002) was based on a number of
qualitative criteria, including ease of installation, difficulty of the manual editing procedure, quality of the
documentation and tutorials that accompany each software package, graphical user interfaces, and overall ease of
use.

Results

Installation of SureFit proceeded more smoothly than FreeSurfer, which required considerable alterations to the
user environment. In terms of the processing sequence, FreeSurfer had the added advantage of acommand line
option that made the processing of volumesto create surfaces fairly automated and streamlined, eliminating
constant user intervention and supervision. SureFit was usable only through the graphical user interface (GUI).
We found the volume and surface GUIs within FreeSurfer to be less flexible and user-friendly than those within
SureFit. However, the weakest element of SureFit was the cumbersome manual editing tools. Finally, while
FreeSurfer provided tools to cut and flatten an inflated surface, these operations could not be performed from
within SureFit and a sister program, known as Caret, had to be used.

Conclusions

Despite sharing similar underlying principles, the packages discussed here differ widely in their GUIs, editing
tools, and general ease of use. Although SureFit received better marks for its GUIs and easy installation,
FreeSurfer had far superior editing tools, a convenient command line option, and excellent documentation, giving
it ahigher rating overall. Nonetheless, it is up to the user to consider our comments to determine which package
would be better suited to their particular application. Future work on this project will include a method to make
quantitative comparisons between surfaces obtained from different surface modeling packages.
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Dissociating Refractory and Stimulus Repetition (fMR-A) Effectsin Event
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Modeling & Analysis
Abstract

Event related fMRI experiments involving finger tapping and alternating checker-boards indicate that
inter-stimulus intervals (1S) as short as 2-4 seconds result in approximately linear summation of BOLD
responses. However, with more complex stimuli (faces), nonlinearities in response summation have been found
even at ISl of 6s. Huettd et. al. showed that the second facein a pair of identical faces presented 6s apart elicited
aBOLD signal that was only about 70% of the magnitude obtained from individual faces presented at ISl of 18s,
and the extent of this"recovery" varied across cortical regions[1]. This additional variance in signal amplitude
introduced by "response refractoriness' could theoretically compromise the discrimination of response magnitude
between different experimental tasks. Moreover, the use of identical faces could result in repetition or adaptation
(fMR-A) effects that could compound the intrinsic refractory effects. In this study, we presented similar and
different faces at 3s and 6s to dissociate the relative contributions of fMR-A and refractory effectsto signal
attenuation in different cortical regions.

M ethods

Eight healthy right-handed participants viewed one of five randomly intermixed trial types: asingle face, apair of
same faces presented at ISl of 3s and 6s, and a pair of different faces presented at ISl of 3s and 6s. After each

trial, afixation cross was shown for 18sto allow for complete recovery of the hemaodynamic response. Oblique
axia dicesusing T2* weighted gradient-echo EPI sequence (TR=3s, matrix=64x64; FOV=192x192mm; 3.0mm
thickness) were acquired. Interleaved sampling was used to increase the temporal resolution. GLM was used to
estimate different sets of finite impulse response predictors for the first and second faces. The estimated amplitude
of BOLD response to the second face was expressed as a fraction of the estimated amplitude of the response to
thefirst face for each ROI.

Results

All eight participants showed consistent activation in seven ROIs: (right and left) calcarine cortex, posterior
fusiform gyrus, anterior fusiform gyrus, and right prefrontal cortex. Incomplete signal recovery was more evident
at 3sthan at 6s 1Sl (Fig. 1). A four-factor ANOV A examined the normalized signal recovery as afunction of IS|
(3 or 6s), IMR-A (Repeated or Different), cortical region and laterality. Less signal recovery was observed at 3s
relativeto 6s 1Sl [F(1, 7)=23.45, p<0.005]. Signal recovery was significantly higher with different faces [F(1,
7)=12.92, p<0.01]. There was no interaction between ISl and cortical region [F(2, 6)<1]. In contrast, fIMR-A
differed by cortical region [interaction: F(2, 6)=7.12, p<0.05]. fMR-A was only significant in bilateral
mid-fusiform and right prefrontal areas at 3 and 6s1Sl.

Conclusion

fMR-A was regionally specific to bilateral mid-fusiform and right prefrontal areas. After taking the fMR-A effect

into consideration, signal attenuation due to the refractory effect was still significant across all activated cortical

regions, but the previously described regional variation was not evident. These findings suggest that with tasks
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engaging higher cognitive processes, average ISl of 6s or longer may still be necessary, especidly if the
anticipated differencein signal magnitude between stimulus classesis small.
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Modeling & Analysis
Abstract

We present a unified computational approach to tensor-based surface morphometry in detecting the gray matter
growth patterns for 28 children and young adults aged between 12 and 16. The gray matter has the topology of a
2D highly convoluted thin sheet. Asthe brain develops over time, the cortical surface area, thickness, curvatures
and the total gray matter volume change. It is highly likely that such age-related surface deformations are not
uniform. By measuring how such surface metrics change over time, the regions of the most rapid structural
changes can be detected.

M ethods

We used anatomic segmentation using proximities (ASP) method (McDonalds et a, 2001) to generate both outer
and inner surface meshes from classified MRIs. Then the surface meshes were parameterized by local quadratic
polynomials (Chung et al, 2003). The cortical surface deformation was modeled as the boundary of ulticomponent
fluids (Drew, 1991). Using the same stochastic assumption on the deformation field used in Chung et al. (2001),
the distributions of area dilatation rate, cortical thickness and curvature changes are derived (Chung et a, 2003).
To increase the signal to noise ratio, diffusion smoothing (Andrade,2001; Chung et a. 2003) has been developed
and applied to surface data. Afterwards, statistical inference on the cortical surface is performed viarandom fields
theory (Wordley et al., 1994).

Results

It isfound that the total cortical surface area and gray matter volume shrinks, while the cortical thickness and
curvature tends to increase between ages 12 and 16 with a highly localized area of cortical thickening and surface
area shrinking found in the superior frontal sulcus at the sametime. It seemsthat the increase in thickness and
decrease in the superior frontal sulcus area are causing increased folding in the middle and superior frontal gyri
(see Figure 1.). Because our technique is based on coordinate-invariant tensor geometry, artificial surface
flattening (Angenent et a., 1999), which can destroy the inherent geometrical structures of the cortical surface,
has been avoided.
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Modeling & Analysis
Abstract

In the present study we evaluate the improvement in accuracy obtained by using a non-euclidean metric for the
data space in the estimation of the cortical sources of EEG. The particular metric lightens the weight of low
spatial frequency errors in the minimization of the residuals, since it is based on the transformation matrix of the
surface Laplacian Transformation (LT). This procedure, the model is fitted to EEG potentials that do not contain
components due to brain electrical activity generated by subcortical sources (i.e. not represented into the usual
source cortical models). The source estimates obtained with LT-EEG potentials were compared to those obtained
with raw EEG in the framework of a simulation study. Furthermore, the simulation tested the dependence of the
model on: i) the presence of a subcortically generated disturbance ii) the signal to noise ratio (SNR) of the scalp
simulated data; iii) the criterion for cortical sources weighting in the inverse operator used for source estimation;
and iv) the number of virtual scalp electrodes. Accuracy is assessed by using as the dependent variable the
Relative Error between the imposed and the estimated source strength at the level of cortical regions of interests.
Realistic head and cortical surface models were used. Analysis of Variance (ANOVA) unveiled that all the
considered factors significantly affect the accuracy of source estimation. Asamain result, it was observed that,
for most combinations of the other variables, the use of LT-EEG potential s yields the best estimation of cortical
source currents.
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Modeling & Analysis
Abstract

In[1], we have proposed a voxelwise non-parametric approach to estimate the Hemodynamic Response Function
(HRF) in noisy functional Magnetic Resonance Imaging (fMRI) data for any event-related paradigms.

Depending on the stimuli and the region of the brain, single voxel responses can be estimated when the SNR is
high. However, the SNR of single time courses are most often low and therefore an estimation based on severa
time courses would be preferable. In this work, we investigate the possibility of using spatial information to
achieve amore stable HRF estimate. A prerequisite of the use of thisinformation is a study of the spatial
variability of the response. If the response varies quickly for neighboring voxels, then thereislittle to

gain by regularization in space. On the contrary, if the shape of the response is found similar for voxels closeto
each other, then a spatial regularization will probably yield much better results.

In thiswork, we investigate the spatial variability at two different scale levels (voxel and region of interest (ROI))
and we propose aregional estimation using robust estimation [2].

1. estimation at the voxel level: the regularized HRF estimate proposed in is available in the SPM2 compatible
"HRF" toolbox [1]. For low SNR values, this approach may lead to over-smoothed response and therefore it
requires arobust extension [2].

2. estimation at the ROI level: the region can be defined on functional or anatomical ground using various
methods (eg Marsbar [3] or a clustering algorithm [4]). The HRF estimate can then be based on a summary time
series (e.g. the mean signal) or using all time series extracted from the voxels belonging to the ROI. In both cases,
this approach should be used in homogeneous ROI.

3. robust estimation at the ROI level: if the region is not homogeneous enough, we prefer to drive the estimation
from several relevant time series rather than averaging them. We introduce a selection step to reject outliers that
are identified by the maximization of a"Trimmed neg-log-likelihood" defined by analogy with the LTS criterion
[2]. More precisely, we only keep the voxels that give fifty percent of the maximum value of the global
neg-log-likelihood and compute a regional HRF estimate on those voxels.

The method is assessed on real data acquired in a speech discrimination experiment. In neighboring voxels
(Heschel gyrus) the shape of the estimated responses reveals a spatial regularity. We also define several ROI
using functional clusters and evaluate the magnitude of the HRF depending on the homogeneity of the data.
Results demonstrate the need for a robust approach to tackle this problem at aregional scale.

1550



Abstracts presented at the 9th International Conference on Functional Mapping of the Human Brain, June 1922, 2003, New York, NY

References:

[1]:Ciuciu P. et a: Proceedings 1st ISBI, July 7-10, 2002, pp 847-850, Washington DC, USA.
http://www.madic.org/download/HRFTBx/index.html

[2]: Rousseeuw P.J. and Leroy A.M., "Robust regression and outlier detection™, 1987, Wiley.

[3]: Brett M. et a: Proceedings 8th HBM, June 2-6, 2002, Sendai, Japan (CDRom: Vol 16, No 2, abstract 497).
http://www.mrc-cbu.cam.ac.uk/lImaging/marsbar.html.

[4]: Flandin G. et a: Proceedings 1st ISBI, July 7-10, 2002, pp 907-910, Washington DC, USA.

Order of appearance: 802

AbsTrak I1D: 17626

el551


http://www.madic.org/download/HRFTBx/index.html
http://www.mrc-cbu.cam.ac.uk/Imaging/marsbar.html.

Abstracts presented at the 9th International Conference on Functional Mapping of the Human Brain, June 1922, 2003, New York, NY

Poster number: 810

A Freely available Anatomist/BrainVISA Package for Analysis of
diffuson MR data

Yann Cointepas*t, C. Poupon*t, R. Maroy*t, D. Rivierext, D. Papadopoulos-Orfanos+t,
D. LeBihan*t, J.-F. Mangin*+t

*SHFJ, CEA, Orsay
TIFR 49, Paris

Modeling & Analysis
Abstract

Analysis of MR diffusion datain aresearch or clinical framework requires the use of various processing tools and
the possibility to merge the diffusion related data with other kinds of data. A diffusion dedicated package has been
developed for this purpose in the context of the Anatomist/BrainVISA platform [1,2]. The package can accept as
input series of diffusion weighted data including any number of gradient directions and B values.

The processing tools are the following:

1) Correction of the Eddy current related spatial distortions induced by the diffudion gradients. The method warps
each 2D dlice on the corresponding T2-weighted slice using the optimal affine transformation according to mutual
information [3].

2) Estimation of the diffusion tensor using least square based or robust estimators[3].

3) Computation of various diffusion related maps including fractional anisotropy, volume ratio, maximum
eigenvector (direction or RGB coded), etc...

4) A module for the 3D drawing of Volumes of Interest (VOI) made up of sets of voxels.
5) The computation of various statistics for each VOI.

6) Dedicated visualization tools for the various diffusion weighted maps, including the high angular resolution
data leading to visualize for

each voxel a"diffusoid”, namely a spherical mesh deformed and colored according to the diffusion directional
properties (see Fig.up).

7) The tracking of the putative bundles of fascicles connecting the VOIs using a method including regularization
of the bundle directions in the voxels of low anisotropy [4,5]. This method is updated regularly in order to provide
a better management of the fiber crossing [6]. The different tracking approaches provided in the package belong
to the same inverse problem framework, which leads to reconstruct the geometry of white matter as the lowest
energy configuration of aspin glass[7]. The spins represent pieces of fascicle that orient themselves according to
diffusion data and interact in order to create low curvature fascicles.

The integration of the diffusion package into the Anatomist/BrainVISA platform resultsin a user friendly
interface which allows the combination of multimodal data (aMRI, fMRI, dMRI, EEG/MEG, etc.). For instance,
the tragjectory of the tracked bundles can be localized relatively to the main cortical sulci automatically recognized
by an other package of the same platform (see Fig.down). The volumes of interest can be inferred from Statistical
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Parametric Maps (SPMs) obtained from functional data using for instance the Brainvisa' s embedding of SPM’s
fMRI analysis software. The package should be rapidly extended with a statistical module in order to perform
comparison of the matrices of connectivities obtained for each subject. Other extensions are planned relatively to
the comparison with matrices of functional connectivity obtained from fMRI.

All the tools mentioned above are freely available. They can be downloaded from the following web page:
http://brainvisa.info.
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the Analysis of Resting-State fMRI Data

Dietmar Cordes, Rajesh Nandy

University of Washington, Seattle

Modeling & Analysis
Abstract

Artifactsin functional connectivity imaging resembling spatial gradient-like appearances are investigated by
computation of the power spectral density function at each voxel. Results show a strong dependence on the value
of the lower limit of the frequency used in functional connectivity imaging.

Introduction

In functional connectivity MR imaging, functionally related regions of the brain are identified by computing the
temporal correlation of spontaneous low frequency MR signal fluctuations while the subject isin a“resting state”
[1, 2]. Functional connectivity is still incompletely characterized and prone to artifacts [3, 4]. Whether the user
selects “ seed voxels’ to probe for specific connections or uses more sophisticated model-independent methods
(for exampl e clustering), the method to establish connectivity mapsis usually based on low-pass filtering of time
courses such that frequencies between 0 Hz (or close to 0 Hz) and 0.1 Hz are considered only. The value of the
lower frequency threshold (O Hz or close to 0 Hz), is extremely sensitive in providing good quality connectivity
maps. Whether alower threshold of 0 Hz, 0.01 Hz, or 0.02Hz is chosen, the results can be very different and
prone to artifacts resembling spatial gradients.

M ethods

Four experienced normal male volunteers (aged 24 to 44) participated in this study. Each subject was instructed to
relax, keep eyes closed, refrain from any cognitive exercise, and be as motionless as possible during data
acquisition. MR scanning was performed in acommercial 1.5T GE scanner with EPI parameters. FOV 240, TE
40, TR 400, FA 50, BW +62.5 kHz, dlice thickness 7mm, gap 2mm, 776 time frames, 4 axial slices covering
motor/somatosensory cortex. All EPI scans were repeated to assess accuracy. Motion analysis was carried out in
AFNI using 3D registration (Robert Cox, NIH). Maximum motion displacement was less than 0.4 mm. The power
spectral density for each voxel was estimated using the multitaper method with a time-bandwidth product=4 and
further smoothed using a moving window approach covering three discrete frequency points (Af=0.00386Hz).
Using histogram estimation (over all voxels), frequency-specific images I(x,y,z,f) were produced showing voxels
with significant (upper 25th percentile) spectral power and compared to the spatial gradient.

Results and Discussion

It is quite obvious that the power spectral density image at 0.01 Hz is very similar to the gradient image for the
data sets obtained. However, at 0.075 Hz, the features are quite different and more like functional connectivity
maps . The average minimal distance between gradient image and power spectral density images as a function of
the frequency show a pronounced step-like increase at 0.02 Hz suggesting that the frequency range from 0 Hz to
0.02+/- 0.01 Hz is strongly correlated to the spatial gradient. Therefore, the appropriate choice of the lower
frequency limit (which variesin different data sets) is important in obtaining more meaningful functional
connectivity maps.

e1555



Abstracts presented at the 9th International Conference on Functional Mapping of the Human Brain, June 1922, 2003, New York, NY

References

[1] Biswal, et a. MRM 1995;34:537-541.

[2] Lowe, et a. Neuroimage 1998;7:119-132.

[3]. Smith et a. Neuroimage 1999;9:526-533.

[4] CordesD, et al. Magn Reson Imag 2002; 20:305-317.

Order of appearance: 804

AbsTrak I1D: 18053

e1556



Abstracts presented at the 9th International Conference on Functional Mapping of the Human Brain, June 1922, 2003, New York, NY

Poster number: 812

Wavelet Analysis of Clustersto Characterize the Time-Frequency
Dependence of the Correlation Coefficient

Dietmar Cordes, Rajesh Nandy

University of Washington, Seattle

Modeling & Analysis
Abstract

Brain activity in fMRI during rest or active motor-task periods has been analyzed using a hierarchical clustering
method. Time-frequency specific correlationsin the motor cortex are computed using the complex Morlet
wavelet. Results show that periodic maxima occur with frequencies above 0.05 Hz whereas (more or less)
continuous maxima are present for very low frequencies less than 0.05 Hz.

Introduction

The wavelet transform is a powerful tool to visualize time-frequency dependence of signal time courses, in
particular for non-stationary time series[1,2]. Especially for visualizing the low-frequency content of asignal, the
complex Morlet wavelet can provide detailed information of frequencies that contribute to functional
connectivity. We have used the complex Morlet wavelet to decompose the correlation coefficient of two time
series into time-frequency-specific terms to investigate the structure of voxels obtained after hierarchical
clustering.

Theory

The correlation coefficient between two zero-mean time series f(t),g(t) is expanded in time and frequency using
the complex Morlet wavelet transform. Thus, atime-frequency-specific correlation coefficient can be defined
such that the integration over frequency and time will give the (total) correlation coefficient.

M ethods

FMRI data sets were collected using acommercial 1.5T GE scanner with EPI parameters: FOV 240, TE 40, TR
400, FA 50, BW +62.5 kHz, dlice thickness 7mm, gap 2mm, 2275 time frames, 4 axial dices covering
motor/somatosensory cortex. The paradigm consisted of an initial resting period of 5 minutes 25 sec, which was
followed by a paced motor activation (5 seconds on, 5 seconds off, bilateral finger tapping) for five minutes, and
in turn was followed by another 5 minutes of resting. The data sets were analyzed by a Hierarchical Clustering
algorithm including only frequency components between 0.08 and 0.12 Hz. Then, after the clusters were obtained,
the correlation coefficient of the corresponding voxel-time-courses were decomposed into time-frequency terms
and an average time-frequency-specific correlation coefficient was computed for each cluster.

Results and Discussion

The dominant cluster corresponds well to activation in the motor/somatosensory cortex when compared to a
conventional map using a hypothesized box-car reference function with 0.1 Hz period. This strong 0.1 Hz
activation is apparent by wavelet analysis. Theinitial and final resting segments show spikes with frequencies
above 0.05 Hz which are possibly related to motion artifacts since they occurred at time intervals of 70 to 120
time frames (28sto 48s). These artifacts are not eliminated by 3D realignment. Furthermore, all segments show
some regions with continuous contributions attributed to frequencies less than 0.05 Hz.
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Probabilistic atlas of visual areas using statistical shape modeling of
unfolded retinotopic maps

| sabelle Corouger, Michel Dojatt, Christian Barillot*

*IRISA,INRIA-CNRS Vista Team, Campus de Beaulieu, 35042 Rennes Cx, France
TINSERM, U594, CHU de Grenaoble, 38043 Grenoble Cx 9, France

Modeling & Analysis
Abstract
I ntroduction

Low order visual areas can be precisely delineated by fMRI retinotopic mapping [1,2,3]. Retinotopic maps
provide detailed information about the correspondence between the visua field and its cortical representation.
Retinotopic area borders are highly variable across individuals [4]. This work proposes to model this variability
by the means of atraining based statistical modeling. This constitutes afirst step toward the construction of a
probabilistic atlas of retinotopic areas for a given population.

M ethods

Eight healthy volunteers were examined. A high-resolution, high contrast-to-noise MRI was acquired. The

cortical surface of this volume was segmented and unfolded. Functional data were measured during visual
stimulation with moving periodic stimuli consisting of concentric expanding or contracting rings and clockwise or
counter-clockwise rotating wedges. Those stimuli were presented while subjects fixated their center or apex. The
functional data were used for mapping retinotopy with respect to eccentricity and to polar angle, and to eventually
determine the borders between low order visual areas (on the basis of the alternation between adjacent areas of the
visual field sign).

Statistical modeling of retinotopic areas borders was then performed by learning the variability within this
population. A local coordinate system, intrinsic to each delineated map, was defined from second order moments
of the V1 borders. Each border was parameterized by a cubic B-spline. For each subject and each hemisphere, the
borders wererigidly registered towards the local system in order to align the training population. A mean shape
and variation modes around this mean shape were revealed by a principal components analysis.

Results and Discussion

Visual borders (V1, V2 and V3) were delineated ventrally and dorsally (Figure 1) for each subject and each
hemisphere. Figure 2 presents the left hemisphere training population locally registered in the intrinsic system.
Figure 3 shows the variations around the mean map according to the first mode. A variability both in shape and
position can be observed. However, the variability in position appears as the most important.

Anatomical (e.g. calcarin sulcus) or functional (e.g. the cortical representation of a given position in the visual
field) can be inserted to improve the accuracy of the local system definition. This method can be used in agiven
population 1) to study retinotopic area variations, 2) to realign functional scans based on functional visual
landmarks or even on anatomical ones (e.g. calcarin sulcus), 3) to map inter-subject functional data onto the mean
subject and finally 4) to build a probabilistic atlas of retinotopic areas for a given population.
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Figure 1: A 2D map showing local visual field sign (color) and visual areas borders (black lines) of one subject
(Ieft hemisphere).
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Figure 2: Left hemisphere training population: local alignment. Borders are V1/V2d (blue), V1/V2v (cyan),
V2d/V3d (red), V2v/V3v (magenta), V3d/V3A (green), V3v/iV4 (yellow).
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Figure 3: Variations according to the first mode around the mean map (black lines).
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A guantitative meta-analysis of fMRI studies of verbal fluency in healthy
individuals and people with schizophrenia: segregation of activation
within inferior frontal gyrus

Sergi Costafreda*, Cynthia Fut, Lucy Leet, Brian Everitts, Michael Brammer g, Anthony
Davidt

*Department of Psychiatry, Hospital de Terrassa, Barcelona, Catalonia, Spain
tDivision of Psychological Medicine, Institute of Psychiatry, King's College London, London, United Kingdom
TFunctional Imaging Laboratory, Wellcome Department of Imaging Neuroscience, Queen Sguare, London,
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Kingdom

Modeling & Analysis
Abstract
I ntroduction

There has been increasing interest in devel oping methods for quantitative meta-analysis of neuroimaging data.
The methods presented to date are usually qualitative in nature or assume a normal distribution of the data.
Typically, meta-analytic methods have been used to obtain a set of coordinates within a standard 3-D brain space,
consistently activated with similar tasksin different studies.

Aim: We examined whether published functional neuroimaging studies using different versions of averbal
fluency task produced consistent activations within the region of the left inferior frontal gyrus (LIFG).

Method

A systematic literature search (1990, 1991, 1992, 1993, 1994, 1995, 1996, 1997, 1998, 1999, 2000, 2001, 2002)
with pre-established selection criteriawas performed. Thisyielded 14 fMRI papers (n=127) of healthy individuals
with a phonological letter fluency task (e.g. F.A.S) or a semantic category fluency task (e.g. animals), reporting
20 peak activationsin LIFG according to the Talairach and Tournoux atlas. Only 1 study testing 5 schizophrenic
patients with a phonological task met our criteria. Bootstrap analysis with 1000 samples was used to generate
empirical distributions for each coordinate in the LIFG with respect to each factor (phonological letter fluency vs.
semantic category task, visualy vs. verbally presented stimulus, overt vs. covert responses) and for differencesin
the corresponding coordinate values. Confidence intervals can be extracted from these bootstrap generated
distributions.

Results

see Table 1. Cl is 95% Confidence Interval for the x, y and z-coordinates. The units are in mm along the 3
orthogonal spatial planes according to the Talairach atlas.

These results suggest that semantic fluency may show amore inferior activation in the z-axis relative to
phonological fluency (Table 1, in bold). The Cls associated with other factors all included the value zero
indicating that there was no evidence of any differences in the corresponding coordinate values. The activation for
the schizophrenic patients (-52,6,31) lay outside the 3 axis confidence intervals for in healthy subjects.
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Conclusion:

These results are consistent with previous data suggesting functional independence of phonological vs. semantic
tasks. This method can be used to test formally whether different mental operationsimply segregation of brain

activation. An abnormal activation in schizophreniais suggested.

Cl X cly clz
PHONOLOGICAL | [-52.2,-445] | [16.1,26.6] | [7.8, 16.8]
SEMANTIC [-49.0,-35.4] | [20.4,24.4] | [3.9,10.4]
DIFFERENCE [-13.4, 1.8] [-6.4, 4.1] [0.1, 11.8]
VISUAL [-49.7,-41.0] | [10.4,22.3] | [0.1, 14.9]
VERBAL [-50.9, -40.7] | [19.3,27.8] | [8.1, 16.4]
DIFFERENCE [-6.8, 7.3] [-13.6,15] | [-13.4,3.8]
OVERT [-48.8,-47.3] | [8.0-22.1] [-1.0, 18.0]
COVERT [-49.7,-40.1] | [19.3,27.2] | [7.9-15.5]
DIFFERENCE [-7.9, 1.5] [-13.7,0.6] | [-12.8,7.3]
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Quick computation of BP valuesfor activation PET studieswith
[18F]M PPF

Nicolas COSTES, Isabelle MERLET?*, Isabelle FAILLENOT?*, Franck LAVENNE*,
Didier LE BARS*

*CERMEP, 59 bd Pinel, 69003 Lyon, FRANCE
TEA1880,Federative Institute of Neurosciences, 69003 Lyon, FRANCE

Modeling & Analysis
Abstract
I ntroduction:

5-HT 15 receptors are largely involved in psychiatric and neurological disorders such as depression,

schizophrenia, dementia, or epilepsy. PET can evidence exploration modification in serotoninergic
neurotransmission system with several tracers®. A fluorine 18 labelled tracer competitor to endogenous
serotonin? binding on 5-HT 15 receptors has been recently characterized , quantified , and validated for clinical

investigations. A simplified model with tissue reference has been validated for parametric imaging of binding
potential (BP)34.

Objective:

The aim of this study wasto verify that 10 minutes were sufficient to compute areliable parametric image with a
Logan model in order to assess immediate physiological variations of the serotonin system induced by
pharmacological or external stimulations.

Methods:

Five healthy subjects underwent a complete modelisation study of [ 18 F]-MPPF with a multi-injection protocol
(74 dynamic frames, 140 min scan), and 12 healthy subjects had a simplified protocol consisting in one injection
(37 dynamic frames, 60 min scan). The PET scans obtained with a CTl Exact HR+ camera were normalized,
corrected for attenuation (%8 Ge transmission scan) and reconstructed with FBP (Hanning filter, cut-off 0.5 cycles
per voxel) leading to dynamic volumes of 128x128x63 with avoxel size 2.04x2.04x2.42 mm3. For the
multi-injection study, a non-equilibrium, non-linear three compartmental model was used to determine the five
unknown parameters, i.e. F,, (vascular fraction), k1, ko (plasma/free compartment exchange rate), Kon, Ko /V ¢
(association and dissociation rate), and B o (receptor concentration), in 37 anatomical ROIs manually drawn on
the subject’s MRI. For the simplified protocol, two methods with atissue region as reference were used. One
based on the Gunn model, used a non-linear resolution to determined BP (BPGunn) from the whole scanning
period; the second based on the Logan model used agraphical resolution to compute BP from data between 20 to
30 min (BPL20-30), and data between 30 and 40 min. (BPL30-40). Parametric images were spatially normalized
to the ICBM brain template. Both ROI and SPM approaches were used to compare results from the different
methods.

Results:
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Correlation of BP found with the quantitative procedure validated the use of the simplified Gunn and Logan
method. Analysis of variance over the 37 regions and with SPM did not show any significant differencein BP
computed with BPGunn, BPL20-30 or BPL 30-40 methods

Conclusion:

The use of a 10 minutes period after equilibrium for BP computation with the Logan graphical method isreliable
to study the binding potential of MPPF on 5-HT 15 receptor, which opens the field of MPPF activation study in

one injection protocol. The method will soon be confirmed by a displacement study with endogenous serotonin,
and improved with functions based analysis of dynamic series.
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AFNI, SUMA, and NIML: Inter process Communication in FMRI Data
Analysis
Robert Cox, Ziad Saad

National Institute of Mental Health, National Institutes of Health, Department of Health and Human Services

Modeling & Analysis
Abstract
I ntroduction

AFNI[1] is a software package for analysis and visualization of 3D and 4D FMRI datasets defined on rectangular
grids. Its featuresinclude

® Digplay of 2D dlices, 3D volume rendering, time series graphs
® Voxel-wise linear and nonlinear time series modeling
® Voxel-wise inter-dataset statistics in many flavors

SUMA isanew program in the AFNI suite; its function is display and analysis of datasets defined over 2D surface
domains. SUMA can be used as a standal one surface+functional overlay viewer, and can "talk" to AFNI using the
newly developed NIML protocol. Below, we outline the capabilities of this software combination and of the

NIML protocol that makes it possible.

Linked Programs. Volume and Surface Viewers

The screen snapshot below shows an AFNI controller window, a 5x3 axial slice viewer, a 3x3 time series viewer,
and the SUMA surface overlay of the same functional map as shown in the slice viewer.
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It isimpossible to show here the interactivity: if one changes the AFNI color map, the SUMA overlay changes to
match; clicking in the SUMA window causes the AFNI crosshair location to jump accordingly (showing new
dices/graphs); etc. SUMA can read surfaces from both SureFit and FreeSurfer. SUMA is designed for efficiency,
and renders 12+ frames/sec on inexpensive Linux boxes.

NIML

The connectivity between AFNI and SUMA is carried out using the Neurolmaging Markup Language developed
by our group. NIML isbased on XML [2], but also allows the inclusion of binary data, an important consideration
when sending large datasets. It provides away to communicate stereotyped data el ements and groups of data
elements between computer processes (or to/from files). Two-way interprocess communication is carried out
using TCP/IP sockets (inter-system) or shared memory (intra-system).

NIML data elements are effectively 1D or 2D tables of numbers and/or strings, with extra string "attributes’
attached as needed. For example:

[ SUMA i xyz ni _type="int,3*float" ni_di men=3
dat aset _i dcode="XYZ_| QRgBBSTCf 8zk_T6Tt Rf XW' surface_i dcode="XYZ_z0zVRIQZ2UEp3qj WPM2s| A"]
1 3.24.25.2
2 7.2 -3.74.9

3 8.8 6.5 6.66 [/SUMA ixyz]
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isatiny example of how the nodes of a surface are transmitted from SUMA to AFNI ("<",">" replaced above by
"[","]" due to stupid abstract submission system limitations.) Each row is specified to comprise 1 int and 3 floats
(ni _type), and 3rows (ni _di men) are specified. The 3D AFNI dataset to which the surface is attached is
identified by a globally unique ID code string, asis the surface itself. In thisway, multiple surfaces can be
attached to multiple volumes.

A C API has been developed, so that the application reading the NIML data element does not need to know if the
data was transmitted in text, binary, or Base64 format.

Summary

NIML provides an easy way for applications to store and exchange small and large tables of data. Future AFNI
developments will be built around this mechanism.
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A guideto several popular fMRI analysis packages

Adrian Crawley, Timothy Roberts

Dept of Medical Imaging, University Hospital Network & University of Toronto, Toronto, Canada

Modeling & Analysis
Abstract

Severa research groups have developed analysis packages that are available to the rest of the fMRI community.
Asaguide for new researchers, we summarize the main stepsinvolved in fMRI data analysis, and include some
information concerning relative ease of use (data and parameter input, visualization and interrogation tools such
as ROI analysis, overal layout and efficiency of computations) of five commonly used packages (Stimulate,
AFNI, SPM, BrainVoyager and FSL). We a so evaluate the main differences in their approaches to the following
issues:

a) modeling of temporal response

M odeling methods represent a spectrum in terms of the amount of prior information introduced. Since the BOLD
responseis quite variable, SPM and FSL allow additional fitting termsto a standard hrf shape. AFNI encourages
the use of separate regression coefficients over arange of time lags to estimate the actual hrf from the data. FSL
also provides an approach that makes no assumptions concerning the shape of the hrf but reliesinstead on a
measurement of variance within the interstimulus intervals. When even the stimulus timing information is
excluded from the analysis, the approach becomes completely data rather than hypothesis driven, represented in
these packages by the independent components analysis (ICA) tools available in BrainVoyager and FSL.

b) spatial and temporal noise correlation model

SPM and FSL correct for multiple comparisons to give a mapwise p-value based on random field theory.

BrainV oyager relies on asimpler Bonferroni correction, while AFNI provides atool for simulating mapwise
false-positive rates. Correction for temporally autocorrelated noise is only an issue for first-level analyses
(single-subjects or SPM’ s fixed-effect multiple-subject analysis option). SPM99 relies on temporal filtering to
equalize the autocorrel ation throughout the data, and uses a global adjusted degrees of freedom. Just-rel eased
SPM2, BrainVoyager and FSL use rewhitening strategies.

¢) multiple-subject analysis

Traditionally, SPM has provided a fixed-effect analysis of multiple-subject data, whereby the average responseis
statistically compared to the within — rather than the between — subject errors. Most of the packages enable
conjunction analyses to be performed between trial types and also between subjects, which forces all subjectsto
show some minimum effect. The standard multiple-subject approach nowadays is probably the second level
random effects approach. The most sophisticated methods are offered by FSL and SPM2, where both levels of
analysis areincluded in a hierarchical model, enabling the posterior probability distributions of the noise
(nonsphericity) within thefirst level to be estimated at the second level, adding robustness and encouraging the
datato be viewed from a Bayesian perspective.

The basic approach used by Stimulate is likely to be the most suitable one for users who require arapid analysis

of blocked trial fMRI scans. Researchers who are primarily investigating alternative methodol ogical approaches

to fMRI analysiswill probably favour AFNI. BrainVoyager is arelatively easy-to-use Windows-based application

that features sophisticated options such as flat-mapping. SPM and FSL are the most advanced packagesin terms
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of the statistical models used.
Order of appearance: 810

AbsTrak 1D: 19085

el570



Abstracts presented at the 9th International Conference on Functional Mapping of the Human Brain, June 1922, 2003, New York, NY

Poster number: 818

Generic Head Modelsfor Atlas-Based EEG-Source Analysis
Felix Darvas+, John C. Moshert, Richard M. L eahy*

*University of Southern California, Sgnal & Image Processing I nstitute, Los Angeles, CA90089-2564
tLos Alamos National Laboratory, Los Alamos, NM 87545

Modeling & Analysis
Abstract
I ntroduction

Realistic models of the electrical properties of the human head have been shown to decrease the localization error
of sources reconstructed from anatomical images of the subjects head, which are often not available. In this study,
we describe a method for using a generic head model instead of the individual anatomy to produce EEG source
localizations. The generic head model isfitted to the subjects head by anon-rigid warp, based on a set of surface
landmarks[1]. The localized sources are then mapped back to the anatomical atlas on which the generic head
model is based. This approach provides a mechanism for comparing source localizations across subjectsin a
common atlas-based coordinate system, which can be used in the large fraction of EEG studiesin which MR
images are not available. We evaluate this method by investigating the distribution of localization errorsin both
subject and atlas coordinate spaces.

Method

The montreal brain phantom was used as a generic model and anatomical atlas of reference [2]. The phantom was
fitted to the individual subject’s head by alandmark based thin-plate-spline (TSP) warp. A generic 155-electrode
configuration, generated from nasion and right and left ear anatomical landmarks, served as a basis for this fit. For
the purposes of evaluating the approach, single dipolar sources were placed in the phantom geometry and
transferred to the individual geometry by an anatomical feature based polynomial warp [3], thus ensuring that the
source was placed at the same anatomical location in the phantom and in the subjects head. Data were simul ated
in the subject geometry using the finite element method (FEM). A dipole fit, using RAP-MUSIC, was performed
on these data, using an FEM of the TSP warped phantom. The source positions found in the TSP-warped phantom
were then transferred back to the original phantom geometry and compared to the original position, thus giving
the anatomical localization error in atlas space.

Results

Sources were simulated at 972 source locations, which were evenly distributed over the white-matter surface of
the phantom. The anatomical localization error was estimated for 10 subjects. The spatial distribution of the
localization error, averaged over the 10 subjects, is shown in Fig. 1 and the mean error for each subject in Fig. 2.
The mean localization error over al 10 subjects was 15.2 mm (s.d. 5.8 mm) in the atlas space and 8.0 mm (s.d.
4.4 mm) in theindividual subject space. For comparison, when using a standard three-shell spherical model, the
localization errors were 27.2 mm (s.d. 5.0 mm) in the subject space and 34.7 mm (s.d. 6.5 mm) when mapped to
atlas space.
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Dynamical properties of smulated MEG/EEG using a neural mass model

Olivier David, Karl Friston

Functional Imaging Laboratory, Wellcome Department of Imaging Neuroscience

Modeling & Analysis
Abstract

MEG/EEG signals show alarge variability, although changesin distinct frequency bands are commonly identified
(delta, theta, alpha, beta, gamma). It is known that some of these frequency bands are robust neural correlates of
cognitive or perceptual processes (for instance alpha rhythms emerge when closing the eyes), still their functional
significance remains a matter of debate. Some of the mechanisms of their generation are known at the cellular
level and rest on abalance of excitatory and inhibitory signalling within and between different populations of
neurons, the kinetics of which is of prime importance for frequency of oscillations.

In this study we adapt the classical nonlinear lumped-parameter model of alpharhythmsinitially developed by
Lopes da Silva and collaborators (Lopes da Silva et al., 1974; Jansen and Rit, 1995) in order to generate more
complex dynamics (Figure 1). In the oscillatory regime of this model, we show that changing the kinetics of the
population allows the whole spectrum of the MEG/EEG signals to be reproduced (Figure 2). Moreover, we
investigate the effect of changing the coupling strength and the propagation delay between two coupled cortical
areas. The main findings are that 1) the coupling induces a phase locking of activities with a phase shift of 0 or 1t
if the coupling is bi-directional, 2) a strong coupling generates bursting activity patterns, 3) the propagation delay
isacritical parameter in shaping the MEG/EEG spectrum. We intend to use this model to estimate how the
synaptic activity and neuronal interactions are expressed in MEG/EEG data and establish the construct validity of
various indices of non-linear coupling.
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A Non-parametric Statistics Approach for fMRI Data Analysis

Patrick A. De Maziéere, Marc M. Van Hulle

Laboratorium voor Neuro- & Psychofysiologie, Medical School, Campus Gasthuisberg, K.U.Leuven, B-3000
Leuven, Belgium

Modeling & Analysis
Abstract
I ntroduction

The nature of the signal distribution of functional Magnetic Resonance Imaging (fMRI) datais subject to
discussion: many state it is Gaussian, some claim it isonly dightly non-Gaussian [6, 1], while others state that the
distribution is Gamma-like [5]. In combination with studies exploring the nonlinearity of fMRI time series [4], the
non-parametric approach becomes favourable over the Gaussian one for performing fMRI analyses. Moreover,
using the non-parametric approach, some filtering operations performed to obtain a Gaussian distribution, can be
omitted leaving the signal space as original as possible while maintaining the validity of the analysis.

Implementation

Previoudly, there were reservations concerning non-parametric statistics, since these do not take into account, e.g.,
multiple comparisons as revealed in [1], or serial correlations (autocorrelations). We propose a non-parametric
statistical analysis which resolves these issues by adopting the Cramér-von Mises test which is dightly more
robust than the Kolmogorov-Smirnov (KS) one. First, we show that autocorrel ations within time series, which
should be corrected for when using a General Linear Model (GLM) [7], do not influence KS-like statistics:. their
resulting statistical values are based on the empirical signal distribution function (EDF), whichisinfact a
permuted (shuffled) version of the original time series. It can be proven mathematically that shuffling destroys
temporal correlations within the data. The test yields statistical p-values that are not biased by autocorrelations.
Second, multiple comparisons are dealt with by applying the False Discovery Rate [3], which corrects for the
dependencies between p-values.

Using non-parametric statistics, one no longer makes assumptions regarding linearity. However, the absence of a
General Linear Model complicates the necessary correction for the hemodynamic response. Thisissueisresolved
by discarding the transitional scans or by using a technique based on Markov chains[2].

Finally, after application of the proposed statistical procedures, asimple clustering algorithm is applied which
guarantees that the detected active voxels are spatially grouped in a consistent manner. Given the ssimple layout of
the algorithm and its implementation in C, we obtained a method which preforms afull one-run analysisin less
than 2.5 minuteson a 1.2 GHz PC.
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A mathematical description of habituation effectsin multi channel
MEG/EEG data

Jan C De Munck*t, Fets e Bijma*, Rob M Heethaar*

*MEG Center of the Vrije Universiteit Medical Center, Dept. PMT
T

Modeling & Analysis
Abstract

When a stimulusiis presented to a subject, the brain produces a magnetic (MEG) and an electric (EEG) response,
which may vary from trial to trial and which is embedded in spatially and temporally correlated noise. In order to
estimate the brain response from the recorded MEG or EEG data, a mathematical model has to be formulated
describing the trial to trial variability and the statistics of the noise.

Hereit is assumed that the brain response is o ¥ Q;;, where k isthetrial, i is the channel, and j is the time sample.
The background noise & epsi; ) j isassumed to have a Gaussian distribution with a spatio-temporal covariance

that isindependent of trial, and that is a Kronecker product of a spatial covariance matrix X and atemporal
covariance matrix T. Then the recorded datais modeled as

RW:’:" = D'*E't:lgz'r' * E(k']:':" ' Uj

The ML estimates of Q;; and a® can be found by setting the derivatives of the ML-function to zero. The basic
brain response is found to be aweighted average over the singletrial data:

G = 2R , 2
k

and the weights are the elements of the eigenvector with the largest eigenvalue of the following system:

zTr{R':j?ﬂXian(Fa}TTinv} ﬁz{kﬂ =/1[|£I|:k1:| | @
k2

The covariances X and T can be estimated from [1]
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!

By applying equation (3) and the solution of (4) in iteration, ML estimates of the model presented in (1) can be
computed.
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The presented model was applied on the magnetic responses of the median nerve stimulation (MNS) and on a data
set containing epileptic spikes of similar spatio-temporal patterns, but of varying polarities. In the MNS data, no
systematic trial to trial variations were found (10 data sets) and it appeared that the temporal covariance isvery
stationary, indicating that no other trial to trial variationsin the single trial data are to be expected. In the spike
data set the different polarities and strength were nicely extracted, and the temporal covariance was also found to
be stationary, when the trial to trial variations were accounted for.

The model presented hereis useful to treat multi-spike MEG/EEG datain an integrated way, without the problem
of areduced SNR caused be cancelling spikes in a simple averaging procedure. Furthermore, this analysis
demonstrates that systematic trial to trial variations cannot be demonstrated in smple MNS data sets. The same
method will be applied on data sets containing higher order cognitive data processes, because in those data sets
the simple constant response model is claimed to be incorrect [2].
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L aterality calculationsin functional neuroimaging

Joseph T. Devlin, Mathew F. S. Rushworth, Paul M. Matthews

Centre for Functional Magnetic Resonance Imaging of the Brain, University of Oxford, John Radcliffe Hospital,
Oxford, U. K.

Modeling & Analysis
Abstract

It iswell known that in humans, at least, there are significant differences between the left and right cerebral
hemispheres. Early lesion studies, for instance, established the left hemisphere dominance for language and more
recently have shown that aspects of attention, motor functions, and music processing (to name afew) are
lateralised functions. Evaluating laterality in functional neuroimaging, however, is not ssimple due to the 3D
nature of the data. Here we identify two issues which need to be clearly addressed for laterality studiesin PET or
fMRI to be meaningful and we illustrate these points with an example of monaural auditory processing in
humans.

Laterality calculations

Laterality istypicaly established using an equation such as:

= ontral ateral effect —Ipailateral effect

C orutral ateral effect + Ipsilateral effect x 100

Laterality index (LI) =

within aregion-of-interest (ROI) where LI values range from -100 (entirely ipsilateral activation) to +100
(entirely contralateral activation).

The most common measures of ipsilateral and contralateral effects are "active" voxel counts and mean percent
signal change (rCBF or BOLD). In general voxel counts are aless reliable measure because they are dependent
upon arbitrary statistical thresholds and are affected by regional differencesin variance, both of which are a
consequence of analysing statistics (i.e. counts based on Z-scores) rather than actual measurements. In contrast,
signal change is amore robust measure athough it cannot be used with all ROIs. To illustrate these points,
consider an fMRI study investigating the laterality of primary auditory processing in humans. In Figure 1, the
effect of right ear stimulation is evaluated three ways: a & b) using active voxel counts at two different statistical
thresholds and ¢) using signal change. At the higher threshold (Z>4.0), thereis an ipsilateral advantage whereas at
the lower threshold (Z>3.1) it changes to the expected result, namely a contralateral advantage. Neither effect is
significant, however, dueto the inter-subject variability which is greater for voxel counts than for signal change.
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Figure 1. Laterality indices for individual participants (white bars) and the group mean (gray bars) based on: a)
active voxels counts using athreshold of Z>4.0; b) active voxels counts at Z>3.1; and ¢) mean percent BOLD

signal change.

The second issue which arisesin laterality studies is determining a precise region-of-interest. These can be
defined either anatomically or functionally (i.e. based on a pattern of activation). Anatomic landmarks, however,
arerarely reliable indicators of cytoarchitectonic borders and anatomic definitions often include areas not engaged
by the task (Fig. 2). Functionally defined ROIs, on the other hand, can include regions outside the putative area of
interest and thus require additional (arbitrary) masking (Fig. 3). Moreover, functional definitions again depend on
the threshold chosen to define "active voxels." Even so, converging results across a range of values can provide
convincing evidence that the findings are not conditioned by arbitrary decisions (Table).

Figure 2. Here auditory cortex is defined anatomically as Heschls gyrus, the location of primary auditory cortex
(shown on asingle axial slice). Even at alow statistical threshold (Z2>2.3), not all of the region is engaged by the

task.

Figure 3. Here auditory cortex is defined functionally as the supratemporal regions activated in the RFX analysis.
Dueto activation outside of auditory cortex (arrows), additional masking was needed to limit the ROI to the area

of interest (rectangle).

Theshold used to Lilean (H3ELT)

define ROI laterality index
Zx40 36 +4°
Z=34 30+3°
Zx31 24+ 3°
Z=13 23+8°
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Table: Laterality indices for right ear stimulation for functionally defined auditory cortices. Note that thereisa
significant contralateral dominance across a range of functionally defined ROIs. * indicates p< 0.001.

In summary, laterality calculations in functional neuroimaging depend on decisions concerning the effect size
measure and the region-of-interest which can strongly bias the results. In some cases, the question being
addressed partially constrains these choices but additional arbitrary decisions may remain. It is only when these
choices are made clear and the effects of the decisions can be shown not to influence the overall findings that
functional neuroimaging can provide meaningful laterality results.
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Network Structures of Functional Connectivity from fMRI

Silke Dodel*t, Michael Herrmannt, Theo Geiselt, Jean-Baptiste Poline*

*SHFJ/CEA, 4 Pl General Leclerc, 91406 Orsay, France
TMPI fuer Stroemungsforschung, Bunsenstrasse 10, 37073 Goettingen, Ger many

Modeling & Analysis
Abstract

Functional connectivity between brain regions affects cross-correlations of fMRI time series. In this contribution
we derive a graph theoretical approach to functional connectivity which is based on correlation matrices. Our
approach allows to analyze functional connectivity structuresin detail without referring to a predefined region of
interest or the use of a seed voxdl. It involves the analysis of the global correlational structure among voxels, as
well as the specification of functional units, i.e. functionally connected areas, using criteria based on local
properties of the correlational structure. Further, an extended graph theoretical concept is used to analyze the
structure of temporal relations between functional units.

The basic idea of our approach is to consider the voxels of an image as the vertices of a graph and the temporal
correlation matrix of their time courses as the weight matrix of the edges between the vertices. For zero temporal
delay the correlation matrix is symmetric and the corresponding graph is undirected. An unweighted graph can be
extracted from the weighted graph by deleting all edges that have weights below a certain threshold. Global
properties of the so extracted graph cast light on the correlational structure of the data and the threshold
dependencies thereof can be used to define an optimal threshold for graph extraction. We analyze various global
graph properties as criteriafor optimal threshold definition.

Subgraphs reflect local properties of the extracted graph and can be identified with functionally connected units.
There are two subgraph definitions which represent the two extremes of edge connectivity: cliques (maximal
all-to-all connected subgraphs) and connectivity components (maximal connected subgraphs). Both definitions
lead to meaningful functional unitsin the sense that they can be identified with known structuresin real data.
Their different properties, however, result in a tradeoff between homogeneity and separability of the functional
units. We use the concept of edge-connectivity to interpolate between the two definitions to find an optimum
functional unit definition maximizing structure resolution and separability simultaneously.

Delayed correlation matrices can be used to identify delayed, i.e. possibly causal, functional connectivity. Since
delayed correlation matricesin general are not symmetric, the corresponding weighted graphs are directed. To
analyze delayed functional connectivity while preserving the previously defined functional units we use the
concept of hypergraphs where the functional units form the hypervertices and the hyperedges are the multiple
directed edges between the voxels of each pair of functional units. The weights of the hyperedges are taken from
the delayed correlation matrices. Thresholding resultsin a network structure which can be used as a basis for large
scale modeling of brain function.

Applying the method described above to fMRI data we detected functional units reflecting identifyable influences
onto the data. Furthermore, applying the hypergraph approach we found central functional units the activity of
which consistently preceded the activity of the functional units they were connected to (cf. Figure (€)). The
presented method is not constrained to fMRI data but can be used in other imaging modalities such as EEG or
MEG aswell.
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Characterization of Sexual Dimor phism in the Human Brain using
Template Defor mation Morphometry

Abraham Dubb*, Zhiyong Xie*, Ruben Gurt, James Gee*t

* Department of Radiology, University of Pennsylvania
tDepartment of Psychiatry, University of Pennsylvania
TDepartment of Bioengineering, University of Pennsylvania

Modeling & Analysis
Abstract

We present a novel method for analyzing shape in volumetric images and apply it to the study of gender-based
differences in the human brain. The method, template deformation morphometry (TDM), works by deforming a
template image to a population of images followed by a statistical analysis of the Jacobians of the resultant
deformation fields.

We started with a set of 79 cranial MRI’ s of healthy volunteers. One image among this popul ation was randomly
chosen to be the template image leaving a popul ation of 35 males and 43 females. The skull, eyes and scalp were
removed from each brain using a semi-automated protocol that first applies the brain surface extractor module of
the software package BrainSuite, followed by manual touch-up of non-extracted tissue. The template brain was
then deformed to each subject brain using a multi-level B-spline registration algorithm. These deformation fields
were converted into their corresponding Jacobian images which were normalized to eliminate contribution from
global size differences. The log values of the normalized Jacobians were then used to generate asingle image
composed of voxel-wise t-scores for the comparison of the male and femal e Jacobian sets at each voxel. This
t-score statistical parametric map (SPM), therefore, is a voxel-wise comparison of size between males and
females.

The mean ages of our male and female populations were 31.9 + 14.2 years and 29 + 12 years, respectively.
Figures 1, 2 and 3 show the dorsal, ventral and mid-sagittal projections of our t-score map, respectively. Areas of
blue signify positive t-scores and suggest larger regional size in the male cohort while red refers to negative
t-scores and larger female size. The wealth of data present in these images exceeds the limits of this discussion,
however, we present two findings that have precedent in previous studies. The ventral image shows that our
female population possesses larger size in the orbital frontal area and smaller size in the temporal poles. Gur et al,
showed that the ratio of the orbital frontal cortex to amygdalavolumeislarger in females and hypothesized that
thisfinding is responsible for differencesin emotional processing and behavior between the sexes. In the
mid-sagittal image, the corpus callosum may be seen along with its corresponding t-score values. Our results
suggest that the anterior portion of the corpus callosum islarger in males while the splenium islarger in females.
The question of the more bulbous female splenium has been the subject of considerable debate ever since
Lacoste-Utamsing and Holloway first mentioned this finding in 1982.

By applying TDM to the study of gender dimorphism in the brains of healthy subjects, we demonstrate this
method’ s ahility to visually represent regional morphologic differences between any two clinical populations.
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Figure 1. Dorsal view of the t-score SPM.

Figure 2: Ventra view of the t-score SPM.
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Figure 3: Mid-sagittal view of the t-score SPM.
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MRI-based FEM analysisfor NIRSand EEG/MEG
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+Osaka University Graduate School of Medicine

Modeling & Analysis
Abstract

Severa non-invasive measurement methods have been used for brain research. They are el ectroencephal ography
(EEG), magnetoencephal ography (MEG), functional magnetic resonance imaging (fMRI), and near infrared
spectroscopic imaging (NIRS). EEG and MEG measure the electrical activity of the brain, while fMRI and NIRS
measure the hemodynamic response. Since each system has advantages and disadvantages, it is desirable to use a
combination of these methods and is desirable to integrate the analysis of these data for investigating
spatiotemporal activities of the higher brain functions. For use of the integrative analysis, we developed an
MRI-based Finite Element Method (FEM) system. It can simulate NIRS, EEG, and MEG signals for given
parameters of brain activation. The signal of NIRS is simulated by solving the diffusion equation for the analysis
of light propagation in the brain. The signal of EEG is simulated by solving Maxwell«fs equations for the analysis
of electrical potentials produced in the brain. And the signal of MEG is simulated by solving Maxwellsfs
equations for the analysis of magnetic fields produced in the brain. Our 3D FEM system consists of a
pre-processor, three solvers, and a post-processor. The pre-processor imports MRI structural images. Then it
segments the regions of different materials such as scalp, skull, CSF, gray matter, and white matter. After the
segmentation, each region is divided into sections for each of which we input parameters of brain activation.
Finally it generates cubic meshesin them. In the pre-processor we used cubic meshes instead of adaptive meshes,
which simplify computational efforts of the solvers. The first solver calculates the scalar optical intensities for
NIRS using Neumann boundary condition for both steady and non steady states. The input parameters required by
thefirst solver are two optical properties, absorption and reduced scattering, and reflective index normally set as
the same as water. The positions of illuminating and detecting optical fibers attached on the scalp are a'so
required. The second solver calculates scalar electric potentials for EEG, and the third solver calcul ates vector
magnetic fields for MEG, respectively. The input parameters of both solvers are electrical conductivities for each
section, locations and moments of the current dipoles in the gray matter of the brain, and the positions of sensors.
For the second solver the positions of EEG electrodes are on the scalp. For the third solver the positions of MEG
sensors are outside the scalp. The electric potentials are produced only by the current dipoles. But the magnetic
fields are produced both by the current dipoles and by the accompanying volume currents around the dipoles. The
post-processor displays the calculation results of these solvers. We can also display fMRI activation if we input
T2 star data into the post-processor. All the system works on the WindowsXP. We checked correct calculation by
comparing the results based on a four layers sphere model. It was demonstrated that the system enabled a
large-scale (over 500,000 voxels) analysis and enabled automatic mesh generation of complicated object, such as
human heads.
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Modeling & Analysis
Abstract

Standard analysis of network properties of fMRI tendsto be atwo step process: First brain regionsinvolved in a
task are determined using a general linear model analysis relating brain activity to the timings of task
presentation. The inter-relationship between the identified regions are then analyzed based on their
cross-covariance matrix, with or without considering underlying anatomy — resulting in ‘ effective’ or ‘functional’
network properties, where behavioral measures can also be taken into consideration. Biswal et a. ('95)
demonstrated that fMRI is able to show correlated activity across remote areas of the brainin a‘rest state', i.e. in
the absence of an obvious task. This observation has been confirmed by others and further extended by showing
that such correlated networks are T2* dependent, similar to BOLD fMRI signal implying that it is based on
neuronal activity. Recently it was shown that rest-state correlated networks can be detected in standard EPI long
TR scans (Arfanakis et al. 2000). Here we extend functional connectivity analysis of fMRI by studying
connectivity across al brain voxels. We contend that the evolution of this fully connected network intime and in
relation to behavioral states should provide a new spatial-temporal window regarding information processing by
the brain. In atypical fMRI data set, asingle brain volume is comprised of 30,000 — 60,000 voxels. The full
covariance matrix of this system has 25x108 connection pairs. We analyze information flow and topology of this
massively connected network asit evolvesin time and with behavior.

Preliminary analysis of the full covariance matrix of the brain was done on fMRI data collected in rest-state and in
a continuous finger moving task, ona3 T Siemens Trio (TR = 2500, data acquired for 500 TRs). The connection
strengths showed an approximate Gaussian distribution, but with alarger tail. Obtained networks were binarized
(0/1 connected or not) by applying various cut-off thresholds. Histograms of connectivity for various
time-windows, thresholds, and rest or active states, all were consistent with 1/f distributions, implying scale
invariance. The hubs were identified as the nodes with the largest number of connections. Their locationsin the
brain were determined as a function of threshold and state, and showed clear differences between behavioral
states. Changesin topology a. Changesin topology and in information flow remain to be determined in these data.

With this novel approach in analyzing fMRI, we explore the brain as a massively connected network, and test its
ability to identify central nodes (hubs) and characterize global brain-states directly, in a manner that does not
require a stimulus-driven paradigm.

Funded by NIH NINDS 35115
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-Dipole Sourcelocalisation in a realistically shaped tank with
commercially available head-nets

Louise Enfield, David S. Holder

*

Modeling & Analysis
Abstract
I ntroduction

For inverse source modelling of the EEG, it is preferable to have 64 or more electrodes; it is not practicable to
manually place this many conventional EEG electrodes. Several commercial headnet designs are available, but
could theoretically introduce measurement errors. The purpose of this experiment was to compare the accuracy of
four different headnets/el ectrode arrangements using a saline filled realistic head model and an inverse source
modelling program.

Method and Materials.

A model of a human head was constructed using a human skull, with the scalp ssmulated from sodium alginate
4mm thick, and skin from the skin of the vegetable Cucurbita pepo conv. Giromontina (Giant zucchini or
marrow). The skull was filled with 0.2% saline to simulate the brain. Up to 3 electrical sources, in edge or deep
positions, were produced using two balls made with Teflon coated silver wire, with independent current sources
adjusted to give EEG amplitudes of about 50 uV with edge sources. EEG was recorded from 21 electrodes in the
standard 10:20 positions with current injected at 10 or 70 Hz. Inverse source modelling was performed using
Advanced Source analysis (ASA, ANT software) and a BEM derived from a CT of the model. Localisation
accuracy was compared with 4 headnets -EEG cup electrodes, Geodesic net (EGI, Eugene, Oregon) with sponge
or gel contacts, and the hydrogel based Physiometrix Hydrodot headnet, without skin abrasion.

Results-

A single dipole was located with an accuracy of 13+4 mm at the edge and 28+7 mm near the centre. Similar
results for 3 dipoles were 39+11 or 29+11 at the edge or centre, and 41+12 for 2 mm edge and 1 centre. There was
no significant difference in the localisation accuracy between headnets, using three way analysis of variance (p
=0.073, Table 1), nor between frequencies (p=0.373).
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TABLE 1

GEO SPONGE |EEG |[EEG |GEO PASTE [HYDRODOT |[HYDRODOT

SPONGE PASTE
FREQUENCY 10 70 10 |70 |10 70 10 70
1 ON EDGE 11 10 12 |9 7 20 16 17
3 ON EDGE 46 43 27 |20 |50 30 47 47
1IN CENTRE 36 17 26 |26 |40 32 25 25
3IN CENTRE 21 46 16 |22 |19 27 36 43
2 ON EDGE/1 21 46 34 |37 |30 47 51 58
CENTRE
Discussion

An important source of error in EEG recording is due to interactions between the skin and amplifier input
impedances. To our knowledge, thisisthe first tank that has simulated human skin in atank; al tank materials
had similar impedance properties to the human head. There was no significant difference between electrode types,
so that the theoretical objections to different designs did not appear to be significant when tested in thisway. The
Hydrogel based design was the quickest to apply in this work, and the use of hydrogel probably gives the best
insensitivity to movement in the human case. Our current preferenceis for this design, but other two headnet
designs also worked well and may have advantages if 64 or 128 electrodes are to be used.
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Modeling & Analysis
Abstract
I ntroduction

The neuroimaging techniques magnetoencephal ography (MEG) and functional Magnetic Resonance Imaging
(fMRI) non-invasively map functional regions of the human brain. MEG localizes the sources of intracellular
electric currents, providing direct information of neural activity with high temporal resolution in the range of
milliseconds. FMRI measures the changes in blood oxygenation with high spatial accuracy in localizing activated
regions but restricted temporal resolution. To pursue synergetic interactions between these two recording
modalities, it is essential to analyze the data setsin one single software environment.

Method

The integrated bimodal imaging analysis was performed using the OMEGA (Open Magnetic and Electric Graphic
Analysis) software [1]. The subjects performed the identical stimulation paradigm both during MEG (55-channel
magnetometer system, AtB, Italy) and fMRI (1.5 T, Siemens, Germany) measurements. As the activation
paradigm, a simple motor task (self-paced flexion of right index finger) was chosen. In the first step, the
localization sources of MEG and fMRI experiments were processed within the OMEGA software. Then fMRI and
MEG results were superimposed on the same individual 3-dimensional MRI (MP-RAGE), acquired during the
fMRI session. Thus, the integration of the morphological datafor fMRI and MEG analysis was performed by
OMEGA: MRI data used as morphological background for fMRI results are also processed to build volume
conductor models needed in MEG source reconstruction. The fMRI analysis provides the information as possible
sites of sources, whereas MEG data complement the corresponding time course of the activation.

Results

In al subjects investigated so far, the center of activation both in MEG and in fMRI was localized in the
precentral M1 area. Localization results between the two modalities differed only dlightly. MEG results were
obtained in two steps (single dipole localization and stability test with multiple dipoles as a control analysis) and
proved to be highly reproducible.

Conclusion:

With OMEGA, the clinical researcher is able to gain comprehensive information about the localization of
functional activation from different neuroimaging modalities. Data processing and presentation of the results are
performed in one single software frame, thus facilitating comparison and combination of aspects of multimodal
investigations.

e1594



Abstracts presented at the 9th International Conference on Functional Mapping of the Human Brain, June 1922, 2003, New York, NY

References

[1] S.N. Erné, M. Demelis, A. Pasguarelli, A. Ludolph, H.-P. Mller, J. Kassubek. 2002, MEG-fMRI Multimodal
Imaging in One Single Software Environment. Proc. Biomag 2002, Jena, Germany, 872-874.

Order of appearance: 821

AbsTrak I1D: 17731

e1595



Abstracts presented at the 9th International Conference on Functional Mapping of the Human Brain, June 1922, 2003, New York, NY

Poster number: 829

I nfor mation theoretic modeling and removal of artifactsfrom EEG
recordingsduring fMR imaging

Luca A. Findli*t, Tzyy-Ping Jung*t, Jeng-Ren Duann*t, Frank Haistt, Scott Makeig*t,
Terrence J. Sgnowski*t§

*Computational Neurobiology Laboratory, The Salk Institute, La Jolla, California
tSwartz Center for Computational Neuroscience, Institute for Neural Computation, University of California San
Diego, San Diego, California
FDepartment of Neurosciences, University of California San Diego, San Diego, California
8The Howard Hughes Medical Institute

Modeling & Analysis
Abstract
I ntroduction

Simultaneous recording of EEG and fMRI combines the exquisite time resolution of the former with fMRI, the
current gold standard for studying the functional neuroanatomy of brain function. Y et the acquisition of weak
electric signalsin an environment distinguished by strong magnetic fieldsis problematical and entails the
technical challenge to remove EEG artifacts that may completely obscure signals of physiological relevance. As
new scanners with higher static fields (3T, 4T, non-human primates 7T) are becoming available, the ability to
identify and remove such artifacts is becoming increasingly important. Based on principles of information theory,
amethod is demonstrated for modeling and removing artifacts arising from the main static magnetic field,
including pulse artifacts, the gradient system and possibly other interacting sources.

Method

High-density EEG and electrooculogram (70+2 leads) data of six healthy subjects were recorded continuously
prior to and during EPI scanning by a MR compatible polygraphic amplifier with timeout circuits synchronized to
shut down signal acquisition briefly during scanner pulses (SA Instruments, San Diego). In 3 subjects the
electrodes were referenced to the right mastoid, whereas in the other 3 data were acquired from bipolar
derivations, using either twisted or untwisted pairs. Ten axial slices were acquired using an EPI protocol (matrix =
64 x 64 x 10; FOV = 256 x 256 mm; dice thickness=7 mm) in a1.5-T Siemens Vision MRI scanner. The
experiment design consisted of 4-5 successive 6-min bouts with different cognitive tasks. 120-130 volumes per
bout were acquired for each volunteer. Data from each bout were analyzed separately. The EEG was decomposed
into spatially fixed, temporally independent components with distinct but not orthogonal topographies. The EEG
data and the resulting independent components were analyzed with statistical and signal processing methods
including spectral, time-frequency analyses, and event-related ' ERP images'.

Results

Compared to other references, twisted bipolar pairs attenuated the effects of MR-induced currents. Several
independent components from each individual data decomposition identified signal sources of distinct artifactual
nature. These differed between subjects and could be classified according to their origin. The identified pulse
artifact components were analyzed in more detail. Data were divided into 1-s epochs centered around the pulsatile
peak of the component with highest amplitude and were then averaged as heartbeat-related responses. The
spatiotemporal dynamics of their averaged, back-projected sum, when visualized using short scalp-map movies,

revealed a pattern moving rapidly across the scalp sensors.
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Discussion

Independent component analysis was able to separate the EEG acquired in the magnet into components with
characteristic time courses accounting for distinct sources of signal and noise. In particular, identification and
back-projection of the pulse-related components allowed detailed modeling of their summed spatio-temporal
dynamics. The method is not affected by complex beat-to-beat variations, and can model those aswell. In
addition, it does not require acquisition of electrocardiographic reference signals, and uses principles of
information theory to obtain detailed spatio-temporal characteristics of the different artifacts, an approach that
may help to understand their complex nature.
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Modeling & Analysis
Abstract
I ntroduction.

Techniques for automated quantification of morphometric properties of the brain using Magnetic Resonance
Imaging (MRI) data frequently produce results whose accuracy degrades when the MRI acquisition parameters
differ from those for which the algorithm was optimized. Thisis obviously undesirable, particularly in aclinical
setting in which scan parameters may not be easily modified. In order to reduce the dependence of our existing
whole-brain segmentation [1] on the details of the MR acquisition, we present a technique for embedding the
Bloch equations [2] into the segmentation, resulting in procedure that is largely insensitive to changesin the MRI
pulse parameters.

M ethods

Our segmentation procedure computes the maximum a posteriori (MAP) estimate of the segmentation W and an
atlas function f, given aset of MR images |

(1) p(W.fl)&ap;p(I W, F)p(Wif)p(f)

In order to reduce the dependence on pulse parameters a=[ TR, TE,&thetas;] T, we embed information about the
relationship between the image intensities |, the MR pulse parameters a and the intrinsic tissue properties 3 (T1
and proton density P) into p(I|W,f) factoring it asfollows:

(2) p(HW,f)=p(I () IB)P(BIW.f)
The intrinsic tissue parameters 3

can be estimated using MR relaxometry techniques from standard FLASH images [3]. The probability of
observing the image given the tissue parameters (p(I(a)|B) in Equation (2)) is estimated using a forward model for
image formation based on the Bloch equations [2]. The term p(B|W,f) is computed from manually labeled FLASH
images for which the tissue parameters have been estimated via:

(3) B=argmax p(I |B)=argmin(l-S(a,B)) T (I-S(a:,B))

where we have assumed identically distributed unit-variance Gaussian noise in the image intensities, and Sisthe
solution to the steady state Bloch equations given by:

(4) S(a,B)=P sin& thetas,exp(- TE/T2)(1-exp(- TR/T1))(1-cos& thetas,exp(-TR/T1)) 1
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Results.

In order to test the sequence independence of the segmentation procedure, nine FLASH scans were acquired on a
single subject (TR=20 msec, TE=6 msec, flip angles & thetas,=2,15,30,3,10,20,4,7,25). The class conditional
densities for each set were estimated using equations 4 and 2 from manually |abeled data (acquired with different
scan parameters than any of the test sets). Each set of 3 consecutive scans (consisting of alow, amiddle and a
high flip angle) was then labeled using the estimated densities and the technique described in [1], and the volumes
of 14 major brain structures were computed for each of the datasets (Figure 1). The mean difference in the
structure volumes between the scans was found to be less than 2%, indicating the insensitivity of the technique to
the image contrast found in the original data.

Discussion.

The conjunction of these two techniques — that of storing class conditional densitiesin terms of intrinsic tissue
parameters as opposed to the MRI image intensities, together with a physics-based forward model of image
formation, allows for the construction of a segmentation procedure that is applicable across awide variety of
acquisition parameters.
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Modeling & Analysis
Abstract

Most fMRI experimentsinvolve data from several subjects that are analysed to yield inference about a population
(random or fixed-effect analyses). Results then reflect averaged patterns of activation (temporally and spatially)
across subjects. Such analyses are performed on coregistered images in a standard space and spatial smoothing is
used to increase the signal overlap between subjects in the averaged images. This procedure, however, may
induce losses in sensitivity and in spatial localisation. In this work, we seek a method that could partially
overcome these limitations. We use a spatia and temporal clustering of resembling voxels where the positions of
clusters may vary across subjects.

Clustering algorithms[1] are exploratory techniques that have been generally applied to fMRI data on single
subjectsto look for clusters of voxels with similar time series but without spatial constraints. In the following, our
aimisto represent fMRI data as a group of clusters, where two functional voxels belong to the same cluster if
they have 1/ asimilar functional value and 2/ a similar position, among the subjects of an fMRI experiment. This
can be seen as a multisubject spatio-temporal extension of our previous work on brain anatomical parcellation [2].

Clustering agorithms can be formulated in a probabilistic framework viathe use of mixture models. For example,
K-means and fuzzy C-means are special cases of Gaussian mixture models (GMM). An important aspect of our
work is that we reduce the feature space in clustering the voxel-wise estimated regression coefficients (the beta's,
denoted b) obtained from a Generalized Linear Model [4]. To add spatial priors we model the joint density over
the regression coefficients b and voxel positionsv (in Talairach space) asa GMM:

p(bi, vi) =2k G(bi, vi | k) p(k)

where G denotes a multivariate normal distribution. Furthermore, to lower the number of parameters, we consider
egual diagonal covariance matrices which act as a regularisation. The model parameters are estimated using an
Expectation-Maximisation (EM) algorithm. If we consider the problem as space-time separable then we connect
earlier work on spatio-temporal clustering [3]. After a Maximum a Posteriori step where each voxel is assigned to
the cluster with highest posterior probahility, we obtain a partition of the brain for each subject with homologous
clusters among subjects. Here the number of clusters k is generally high (several hundreds). Thus the exact
number is not critical but its order of magnitude gives the scale of the parcellation sought. We illustrate with
results from both simulated and real fMRI data.

Asit stands, this multisubject parcellation of the brain may be used for many applications, including activation
detection. For thislast purpose, it would be embedded in atwo-stage algorithm, where the second step would
consist in the merging of neighbouring clusters which share similar archetypal functional values.
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Modeling & Analysis
Abstract
I ntroduction

Independent component analysis (ICA) isavaluable tool for exploring fMRI data. ICA has been mainly applied
to single-subject fMRI data. Individual anatomical constraints can be used to limit the ICA to the “ gray-matter”
voxels and to enhance the capability of ICA to locate cortical sources (cortex-based ICA,[1]). Recent solutions
allowed the extension of |CA-based approaches to group fMRI data[2]. Asin the case of standard multi-subject
regression analysis, making group inferences using this multi-subject ICA approach requires a spatia
correspondence mapping between different subjects’ brains. Conventionally, this mapping is provided by
normalization of individual functional time seriesin the standard Talairach space. Because of great intersubject
anatomical variability, however, Talairach normalization only provides a crude alignment of subjects’ cortices. A
better correspondence of cortical regions across subjects may be obtained by using a cortex-based morphing
technique that exploits anatomical and - when available - functional information to drive intercortex alignment

[3].

Here we propose a procedure for the analysis of group fMRI data that combines cortex-based sampling of
functional time series, cortex-based intersubject alignment and multi-subject ICA.

M ethods

The procedure consists of the following steps: For each subject: 1) functional and anatomical data are coregistered
and normalized to Talairach space; 2) a polygon mesh of each cortical hemisphere is obtained by segmenting and
tesselating the white/grey matter border [4]; 3) a set of cortical time-courses are created by sampling the
functional time-series at positions corresponding to the nodes of the cortical mesh.

4) Polygon meshes (and corresponding cortical time-courses) are morphed into alignment using spherical
representations of the cortical sheet [5]. The alignment starts with the crude spatial correspondence mapping
provided by Talairach transformation. Anatomical constraints are incorporated in the form of smoothed surface
maps of cortical folding pattern that drive a gradient-descent intercortex alignment utilizing a coarse-to-fine
matching scheme; 5) multi-subject ICA is performed on the cortex-based sampled, cortex-based realigned
functional time series. Group (t-) and back-reconstructed individual cortical maps/time-courses are obtained as
described in [2].
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Results and conclusions

We computed cortical group-ICA maps and back-reconstructed individual maps in a multi-subject(N=6) dataset
from an fMRI study on cross-modal integration [6]. The stimulation protocol included blocks of unimodal
auditory (phonemes), visual (graphemes) and bimodal audio-visual (phonemes-graphemes) stimulation. Group
cortical maps and averaged | C-individual time-courses (see Figure) reflected correctly the multi-subject response
in the auditory cortex to phonemes (red), in the visual cortex to graphemes (purple) and to both phonemes and
graphemesin STS/STG regions (blue). Back-reconstructed individual maps obtained with our approach presented
smaller inter-subject spatial variability than corresponding maps obtained using conventionally-realigned
time-series. The proposed method allows a reliable detection of fMRI cortical sourcesthat are present consistently
in agroup of subjects and generalizes the use of anatomical constraints previously employed in single-subject
ICA to multi-subject ICA.
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Modeling & Analysis
Abstract
I ntroduction

The aim in the NeuroGenerator [1] project is to generate statistical databases from PET and fMRI studies by
processing submitted raw datain a uniform way. From these statistical databasesit will be possible to compare
and do meta research across experiments.

NeuroViz isavisualization tool developed by the NeuroGenerator project to be used with the database. It is
written in C++ on a Unix system and uses GTK+ and OpenGL for GUI and graphics.

Visualize many overlays

The main feature of NeuroViz isthe ability to visualize many statistical images from several experiments at the
same time and to show the overlap between these images. A conclusion may be drawn about which functional
fields these studies have in common from these overlaps. Such a conclusion requires that the clusters p-value and
thefilter size are the same for all the statistical images[2]. It may also be necessary to compare with other similar
experiments from the database. The images are superimposed on a template image and a colormap is chosen for
each image and for the overlap. The number of overlaysisonly limited by the memory of the computer.

Volume of interest (VOI)

Defining volumes of interest is essential when quering the database for studies. The user can use cytoarchitectural
areas [2] from the database as volumes of interest. Figure 1 shows an image of area 4a overlapping an activation
of a somatosensory study [3]. The 3D view gives an extra help in localizing both activations and anatomical
structures such as sulci and gyri.
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The user can define own volumes of interest (VOI) by either free drawing on each slice or by using some of the
3D primitives provided by the tool such as box or sphere. It is aso possible to create volumes from existing
images by binning them. This procedure allows the user to do simple segmentations of an anatomical image, for
instance segment the gray materiain the image. By using a boolean operator, the overlap between the VOI and the
gray matter is created as anew VOI which can be used as a query to the database (figure 2).

Axial Window Axlal Window Axial Window
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Modeling & Analysis
Abstract
I ntroduction

A new real head model using resistor mesh is proposed and the way to simulate electrical brain activation with a
real head model is described, providing the electrical potentia at any node of the mesh.

Method

The 3D anatomic image of the subject’s head is obtained by MRI with aresolution of 1 cubic mm. The 3D
volume consists of 256 glices of 256 by 256 pixels. The segmentation algorithm (growing region algorithm)
implemented in CURRY ® software performs a semi-automatic analysis of the gray levels of the 3D image and
provides four 3D partitions of the head by identifying the boundaries between scalp, skull, cerebrospinal fluid
(CSF), and brain tissues. The segmentation isimproved manually using a Matlab® routine and visualized thanks
to aprogram written in IDL® which provides a 3D image of each of the partitions. In each partition and for each
voxel center, one node is then created and labeled. Knowing the conductivity and the volume of the corresponding
tissue, the values of the resistors connected to this node are determined [1]. The model is built automatically by a
program written in Matlab®, resulting in 92,229 resistors and 31,959 nodes.

Two dipoles have been simulated by connecting a current between two nodes : the first one in the visual areas,
and the second in the occipito-ventral system. A dipole orientation is computed by alinear combination of 3
perpendicular sources at each location. Coordinates and orientations of the current sources are defined in the mesh
with the help of MRI images.

Results

Owing to the low conductivity and anisotropy of the skull [2], the voltage map at the surface of the scalpis so
smeary, as expected, that it is difficult to conclude on the sources at the origin of this map. However our technique
gives the potential everywhere in the head and particularly on the cortex. This cortical image (fig 1) exhibits
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clearly two spots that correspond to the simulated activations. The potentials resulting of the simulation are closed
to those provided by BEM method using CURRY ®. Moreover, our method provides potential values everywhere
in the mesh, and alows an original approach to the inverse problem.

Discussion

Our approach to the inverse problem starts with the potential distribution on the nodes of the scalp surface. Then,
applying the Kirchhoff’s current law at each of these nodes makes it possible to obtain the potentials of the nodes
in the resistor layer beneath the "scalp surface" one. Repeating this process from the scalp to deeper structures, it
is possible to asses the potential distribution in the whole mesh, without constraint. Promising preliminary results
have been obtained on simulated data, and our current works concern the application of this approach to
neuropsychological studies.
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Modeling & Analysis
Abstract
I ntroduction

Head models used in event related potentials (ERP) suppose that conductivities in brain and bone are known,
constant, and isotropic. Asthey are not easy to measure, standard values are used with the classical three sphere
head model [1], that isto say 0.33 S m-1 for scalp and brain and 0.0042 S.m-1 for bone. In addition bone
thicknessis set to 6 mm. In real head, bone thickness is not constant and can largely vary from place to place.

M ethods

We propose a model based on discrete resistor elements, describing the model in spherical elements (29 layersin
p with increments of 10° in &thetas; and ¢), whose values are calculated taking into account the geometry of the
element and the conductivity of the media[2]. In our study we have applied different bone thickness on a
three-sphere head model.

Results and Discussion

We have calculated the relative difference measure (RDM) and the magnification factor (MAG) of surface
potentials[3] to validate our 3D model versus the analytic surface model. In all cases, MAG was found between
0.998 and 1.009 and RDM between 0.047 and 0.017, showing the validity of our model. We then calculated the
potentials at all nodes of the 3D sphere for different radial dipoles corresponding to eccentricity of 0.24, 0.47,
0.66, and 0.81. In all cases we obtain a variation of the maximal surface potential when bone thickness varies. The
smallest value of the maximal surface potential is obtained for bone thickness about 6 to 7 mm (fig 1). The
analysis of the potentials aong the dipole axis shows that the decrease of the potential in bone mainly depends on
bone thickness and conductivity, and very few on scalp thickness. This phenomenon can partially explain why the
three-sphere model doesn’t permit to obtain a precise localisation when looking for dipoles.
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Conclusion

Taking into account the real geometry of the head is of prime importance. So, we are currently implementing a
realistic head model obtained from segmentation of 3D MRI blocks that allows usto build a cubic mesh of 1 mm
elements. Such amodel contains 11 millions resistor elements and 3.7 millions nodes. Forward problem for dipole
localisation can then be calculated in about 50 minutes for a 10-6 relative precision, once the admittance matrix
has been calculated, applying the Newtown Raphson algorithm using Matlab®.
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Modeling & Analysis
Abstract

One of the basic aims of functional brain imaging is to localize areas responsible for different neural functions. By
careful design of experiments one seeks to attribute increasingly more specialized functions to sets of voxelsin
the brain. But as investigated functions are getting more complex, confounds may render poor reproducibility and
repeatability of activation locations for neural functions.

Methods:

The NeuroGenerator system [1, 2] collects raw functional image data in scanner-specific format, or converted
scanner output with phantom image. This makes sure that statistical analysisis applied on as homogeneous data
as possible. Reproducibility analysis and other forms of meta-analysis can be performed on data at various stages
of the automatized processing chain[3], see figure.

Given a set of studiesin the database, all categorized to contain acommon functional component, we want to
guantitatively assess its degree of reproducibility. We therefore model the multi-study data employing a
hierarchical linear model in a Bayesian setting [4] with Markov Random Field priors to account for spatial
correlation. The Bayesian approach has as one of its strenghts the direct interpretation of the posterior

distribution, in contrast to the frequentist p-values quantifying the possible rejection of the null hypothesis. Taking
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the opposite approach, the reproducibility analysis can also be used for exploratory analysisin finding studies
containing possibly functionally related components.

Conclusion:

We show how, as of yet on ahigh level, meta-analysis and specifically reproducibility analysis may be performed
in the NeuroGenerator system as a suitable application for a database system of raw data.
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Modeling & Analysis
Abstract

We present a new approach for estimating approximative solutions of the inverse problem of EEG generation.
Unlike with previous approaches, we develop our solution in a dynamical framework, i.e. we employ explicitly
spatiotemporal dynamical models for the evolution of the primary source density. The solution of the inverse
problem for time series of EEG recordingsis reformulated as a very high-dimensional filtering problem. By
imposing suitabl e restrictions on the dynamical models and introducing an additional spatial pre-whitening step it
becomes possible to decompose this intractable high-dimensional filtering problem into a set of coupled tractable
low-dimensional filtering problems, each of which is confined to one gray-matter voxel and its close neighbours.

We develop a new variant of Kalman filtering which is appropriate for application to such spatiotemporal
situations. Whereas previous instantaneous solutions of the inverse problem could employ only avery limited
amount of information, given by the set of instantaneous measurements at the EEG electrodes, the inclusion of the
dynamical aspect of the problem introduces the possibility to estimate inverse solutions on the basis of much more
information, given by both current measurements and all previous measurements. This opens up new perspectives
for improved accuracy of the inverse solutions and for data-driven design of dynamical models. The
spatiotemporal Kalman filter implements a whitening filter for both space and time, thereby identifying the
innovation process which is driving the dynamics; we expect this additional information contained in the time
series of innovation maps to be particularly relevant for future clinical applications.

For the purpose of estimating the parameters of the spatiotemporal dynamical models from given time series of
EEG recordings we develop a likelihood maximisation approach. The concept of likelihood provides us with a
well-defined criterion to compare and optimise dynamical modelsin a purely data-driven way. These models

themselves represent a convenient new approach to characterising brain dynamics using only actual EEG data.

The performance of the algorithm is compared to an instantaneous solution (regularised LORETA) by application
to EEG times series data obtained from a simulation of oscillating brain dynamics. The results show that the
simplest non-trivial dynamical models yield inverse solutions which are very similar to the instantaneous
solutions, whereas refinements of the models lead to considerably improved inverse solutions. Therefore we
conclude that the development of appropriate spatiotemporal models for brain dynamics in voxel space will be the
crucial precondition for achieving further improvements of the accuracy of inverse solutions.

Finally we also present some results obtained from real EEG data; an example is shown in the following figure
(the figure shows maximume-intensity projections of the absolute values of the estimated local current vectors).
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TurboFIRE: Real-TimefMRI with Automated Spatial Nor malization and
Talairach Daemon Database
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Modeling & Analysis
Abstract

Real-time fMRI enables continuous assessment of changes in brain activation during an ongoing scan and
feedback of brain activation to the subject (1, 2). However, quantification of brain activation and devel opment of
an efficient graphical user interface are major challenges of real-time fMRI. We have created an integrated
real-time fMRI software package (TurboFIRE) that incorporates automated spatial normalization based on
SPM99 (3) and the Talairach Daemon database (4) for automated assignment of activated areas.

Client/Server based TurboFIRE features preprocessing of multi-echo EPI data, 3D motion correction, spatial
filtering, time dice correction, global or region-based intensity scaling, and ROI analysis. “ Sliding-window”
correlation analysis with up to 4 reference vectors (e.g. for simultaneous single trial and cumulative analysis) is
performed in parallel to take advantage of multi-processor architecture.

Affine and non-linear spatial normalization was implemented based on SPM99 (3) with the aim to determine
Talairach coordinates on the original non-normalized images. In a preparatory step areference (object) imageis
normalized to atemplate image and alookup table is generated to relate coordinates in object space to MNI space
(45-65 sfor a 64x64x16 image). During real-time scanning, the user can choose pointsin displayed
non-normalized images to lookup their normalized positionsin MNI space using the table previously stored in
memory, which takes milliseconds to perform. Since several voxelsin normalized space may be projected to the
same voxel in object space, corresponding source locations in normalized space are spatially averaged.
Coordinates are transformed into Talairach space using Matthew Brett’s formula (5) and automatically assigned
using the Talairach Daemon database, which is also loaded in memory.

Five healthy subjects performed interleaved visual, motor, auditory and cognitive tasksin a Siemens Sonata 1.5 T
scanner (6). Real-time data processing of whole brain EPI data (TR/TE: 2 s, 60 ms, 64x64 matrix, 16 slices,
3x3x7.5mm) was performed on a Linux workstation (two 2.4GHz Xeon processors with 400MHz Front Side Bus,
and 2GB PC800 Rambus memory). Processing time with all interactive processing features activated was 206 ms
per image volume. Normalization of the same datasets was performed offline with SPM99 (3) and twelve
anatomical landmarks distributed across the entire brain were selected. The mean distance between landmark
coordinates measured with SPM 99 and TurboFI RE was 3.8 mm (Table 1), consistent with the voxel resolution.
Figure 1 shows the user interface of TurboFIRE with motor activation and automatic assignment of VOI (arrow).

Distance 1 2 3 4 5 6
[rmum]
No.

D 4 10 | 17 | 16 5 1
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| nfluence of data analysis on presurgical localization validity with
particular considera