
Chapter 5: Continuous Random Variables

In Chapter 4, we focused on discrete random variables. What were some of the

properties of outcomes? How can we compare those to the outcomes of continuous

random variables?

1. Continuous Probability Distributions

• Continuous random variable: a random variable with an infinite number of

outcomes in any interval, such as time, length, weight, etc.

While discrete random variables can be graphically represented by a histogram, con-

tinuous random variables are graphically represented as a function.

For example, the graph below shows a function of a continuous random variable, also

called a probability density function.

Definition 1.1: Properties of probability density functions

• P (a) = 0 for any outcome a.

• P (a < x < b) = P (a  x  b) is probability that outcomes are between a
and b

• Area under the curve equals 1.

How can we interpret the shaded area in purple of the graph below show?

What about the blue line at x = 2.15?
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Example 1.1. Let x ={the length of toy cars in a factory in inches}.

The graph below represents a probability density function of x. How can we tell this

is for a continuous random variable and not a discrete random variable?

Find the following probabilities:

• P (x = 3)

• P (4 < x < 5)

• P (3.5 < x < 4.5)

• P (x  4.5)
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2. The Uniform Distribution

• Uniform probability distribution random variable: a continuous probability
distribution in which all values in an interval are equally likely to occur.

Since all values in the interval have the same likelihood of occurring, the probability

density function is constant over that set of intervals. So, the uniform probability

distribution has a rectangular shape.

We still have the property that the area under the curve must equal 1. If a uniform

distribution has ranges from x = c to x = d, how can we determine the height of the

uniform probability distribution?

Example 2.1. Determine the height of the two uniform probability distributions be-

low.
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Example 2.2. Suppose x = {minutes waiting for a bus} is uniformly distributed

between 7  x  11.

Draw out the probability distribution. What is the height of the function?

What is the probability of waiting between 8 and 9.5 minutes? How could we write

this mathematically?

Determine P (7.5 < x  8.07). What does this represent?

Definition 2.1: Prob. distribution for a Uniform Random Variable x

Probability density function: f(x) =
1

d� c
(c  x  d)

Mean: µ =
c+ d

2
Standard deviation: � =

d� cp
12

Finding probability between x = a and x = b:

P (a < x < b) =
b� a

d� c
where c  a < b  d .
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3. The Normal Distribution

One of the most commonly observed continuous random variables has a bell-shaped
probability distribution (or bell curve). It is known as a normal random variable
and its probability distribution is called a normal distribution.

What are some properties of distribution curves like this?

Definition 3.1: Prob. Distribution for a Normal Random Variable x

Probability density function: f(x) =
1

�
p
2⇡

e�
1
2(

x�µ
� )

2

, where

• µ: mean of the normal random variable,
• � : standard deviation of the variable,
• ⇡ , e : mathematical numbers.

P (x < a) is obtained from a table of normal probabilities.

Example 3.1. Find the µ value of each curves. Which has the largest � value?
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Definition 3.2: Standard Normal Distribution

Standard normal distribution function: f(z) =
1p
2⇡

e�
1
2 z

2
,

where z is called the normal random variable.

This is a normal distribution with mean and a standard deviation of .

We will (later) need to convert all normal random variables to standard normal vari-
ables in order to use the table below to find probabilities. The entries in the body of
the table give the area (probability) between 0 and z, where we can find z by looking
at the left-hand column (for the first number after the decimal pints) with the top
row (for the second number after the decimal point).

Example 3.2. Find the probability that the standard normal random variable z falls

between 0 and .76.
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Example 3.3. Find the probability that the standard normal random variable z falls

between �1.33 and +1.33.

Example 3.4. Find the probability that a standard normal random variable exceeds

1.10. What would our goal be written as in mathematical term?

Example 3.5. Find the probability that a standard normal random variable lies to

the left of .67.
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Definition 3.3: Property of Normal Distributions

If x is a normal random variable with mean µ and standard deviation �, then
the random variable z defined by the formula

z =
x� µ

�
has a standard normal distribution. The value z describes the number of stan-
dard deviations between x and µ.

Example 3.6. Assume that the length of time, x, between charges of a cellular phone

is normally distributed with a mean of 10 hours and a standard deviation of 1.5 hours.

Find the probability that the cell phone will last between 8 and 12 hours between

charges.
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Example 3.7. Suppose the scores x on a college entrance examination are normally

distributed with a mean of 550 and a standard deviation of 100. A certain prestigious

university will consider for admission only those applicants whose scores exceed the

90th percentile of the distribution. Find the minimum score an applicant must achieve

in order to receive consideration for admission to the university.
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Key Questions

(1) The crash test rating of a new car can be determined by investigating how
severe a head injury is (to a crash test dummy) when the car crashes head-on
into a barrier at 35mph. The scores of these tests are approximately normally
distributed with a mean of 605 points and a standard deviation of 185 points.
(a) Find P (500 < x < 700).
(b) Find P (x > 1000).
(c) Only 10% of cars will have above what score?

(2) A nationwide exam has an average score of 77 points with a standard deviation
of 7.7 points.
(a) What is the probability that a random student scores a 97 or above?
(b) What is the probability that a random student scores a 60 or below?
(c) If scoring at least a 70 on the exam is considered passing, what is the

probability that a random student passes the exam?

(3) In the United States, the average adult male is 69 inches tall (5’9”) with a
standard deviation of 4.5 inches and the average adult female is 63.5 inches
tall (5’3.5”) with a standard deviation of 4.5 inches. Assume both data sets
are normally distributed. Let m be the height of a random male and f be the
height of a random female.
(a) Find P (m > 6’6”).
(b) Find P (m < 63.5”).
(c) Find P (5’< m < 6’).
(d) Find P (f < 5’).
(e) Find P (f > 69”).
(f) Find P (5’ < f < 6’).

(4) California’s electoral college votes. During a presidential election, each state
is allotted a di↵erent number of votes to the electoral college depending on
population. For example, California is allotted 55 votes (the most) while sev-
eral states (including the District of Columbia) are allotted 3 votes each (the
least). When a presidential candidate wins the popular vote in a state, the
candidate wins all the electoral college votes in that state (except in Nebraska
and Maine). To become president, a candidate must win 270 of the total
of 538 votes in the electoral college. Assuming a candidate wins California’s
55 votes, the number of additional electoral college votes the candidate will
win can be approximated by a normal distribution with µ = 241.5 votes and
� = 49.8 votes. If a presidential candidate wins the popular vote in California,
what are the chances that he or she becomes the next U.S. president?
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Chapter 5 Understanding

Chapter 5 goals:

After this chapter, you should be able to understand:

(1) The definition and properties of a continuous random variable;

(2) The Uniform Distribution;

(3) The Normal Distribution and interpreting the normal probability table.

Section Recap

What are some take-away concepts from this section?


